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Abstract

Power density and energy dissipation of digital IC’s has become one of the main con-
cerns during the recent years. With the increased usage of battery powered devices,
ubiquitous computing, and increase in implantable biomedical applications, enhanc-
ing energy e�ciency of digital systems is one of the key research areas in digital IC
design. For applications with a low demand on throughput, sub-threshold digital op-
eration is one of the promising techniques for ultra-low energy operation. Moreover,
global energy minimum operating point of a digital static CMOS circuit, if exists, is
in the sub-threshold regime; thus, realizing global minimum energy operation.

This doctoral dissertation presents di↵erent energy e�ciency enhancement meth-
ods for sub-threshold digital CMOS circuits. First, a high level sub-threshold energy
model is developed for rapid characterization of digital circuits. Model accuracy is
validated with measurements of a circuit that was fabricated in 0.18µm process, and
with simulations for smaller feature sized technologies. Second, this model is applied
to compare the energy e�ciency of synchronous and asynchronous circuits. It is shown
that with a suitable external completion detection mechanism, energy e�ciency of
asynchronous circuits in the sub-threshold regime is better than the synchronous
counterparts. Process selection to minimize energy dissipation is investigated. More-
over, it is shown that with the correct choice of process options, migrating to a
smaller feature sized technology increases the energy e�ciency of a circuit. Architec-
tural modifications such as parallelism, pipelining, and folding are also explored and
applied to reduce energy dissipation.

Finally, a current sensing completion detection system is proposed and imple-
mented for sub-threshold asynchronous circuits. Design flows for de-synchronization
of synchronous circuits are presented for various cases with detailed explanations
of sub-blocks of the completion detection system. As a proof of concept example, a
self-timed cardiac event detector is implemented in a 65 nm CMOS process.

Keywords sub-threshold circuits, static CMOS, asynchronous circuits, current
sensing completion detection, energy e�ciency, energy model, hardware optimization.
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Zusammenfassung

Die Leistungsdichte und der Energieverbrauch von digitalen integrierten Schaltungen
(ICs) ist in letzten Jahren zu einem Designkriterium geworden. Durch einen kon-
tinuierlich steigenden Bedarf an batteriebetriebenen Applikationen, und mit der Zu-
nahme von batteriebetriebenen biomedizinischen Implantaten, ist eine Verbesserung
der Energiee�zienz in ICs ein populäres Forschungsgebiet geworden.

Der digitale Unterschwellspannungsbetrieb (Subthresholdbetrieb) ist eine
adäquate Technik um den Energieverbrauch von Schaltungen mit niedrigem Daten-
durchsatz zu reduzieren. Des weiteren und falls existierend, liegt der globale energiem-
inimale Arbeitspunkt einer statischen CMOS Schaltung in Unterschwellspannungs-
bereich; somit wird der energieminimale Betrieb verwirklicht.

Diese Doktorarbeit präsentiert verschiedene Verbesserungsmethoden der En-
ergiee�zienz für digitale Subthreshold CMOS Schaltungen. Ein high-level Subthresh-
old Energiemodell wurde für die schnelle Charakterisierung von digitalen Schaltungen
entwickelt. Die Genauigkeit des Modells wird durch Messungen an einem Referenz
IC (180 nm CMOS) validiert. Des weiteren wird dieses Modell verwendet, um die
Energiee�zienz von synchronen und asynchronen Schaltungen zu vergleichen.

Es wird demonstriert, dass mit einer externen analogen Schaltung die Vollen-
dung von Operationen annotiert, die Energiee�zienz der asynchronen Schaltungen im
Subthresholdbetrieb höher ist als die der synchronen Schaltungen. Optimale Prozes-
sauswahl für den minimalen Energieverbrauch wird untersucht, und es wird gezeigt,
dass neuere Technologien mit geeigneten Prozessoptionen die Energiee�zienz der
Schaltung erhöht. Die Architekturänderungen wie Parallelismus, Pipelining und Fold-
ing werden analysiert um Energieverbrauch zu reduzieren.

Schliesslich wird eine stromüberwachende Schaltung entwickelt und für
asynchrone Subtreshold Schaltungen implementiert. Der Entwurfsfluss zur Desyn-
chronisierung der synchronen Schaltungen wird mit ausführlichen Erklärungen über
die Unterblöcke des Ausführungsentdeckungsystems präsentiert. Als ein Beispiel für
den Konzeptnachweis wird ein selbst getakteter Detektor zur Erfassung von kardialer
Aktivität in 65 nm CMOS Prozess implementiert.

Stichwörter Subtreshold Schaltungen, statische CMOS, asynchrone Schaltun-
gen, stromerkennendes Ausführungsentdeckungsystem, die Energiee�zienz, das En-
ergiemodell, die Hardwareoptimierung.
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Chapter 1

Introduction

Power density and energy dissipation of digital IC’s has become a significant design

constraint during the recent years. Power density is a more important concern for

high performance microprocessor design because of the large number of transistors

on a single die and the increasing clock frequencies. The power density limit of a

processor is set by the thermal design of the system, and the reliability of operation

under high temperature conditions. On the other hand, energy dissipation is a more

important concern for mobile systems where the long battery life is desirable.

As portable battery-powered devices such as cell phones, PDAs and portable

computers become more complex and ubiquitous; the demand for increased battery

life and high performance pushes the designers to develop new circuit techniques to

maintain high performance and long operational times. Significant reduction in energy

dissipation is possible by lowering the operating voltage of the circuits. Furthermore,

by relaxing the constraints of classical strong-inversion operation of MOSFETs, and

by accepting that transistors may be operated well below their threshold, ultra-low

energy operation in the sub-threshold regime, e.g., with power supply voltages of

100-400mV, is possible.

In biomedical applications, especially in in vivo implanted electronic systems,

battery size, hence available energy is extremely limited. For this reason minimizing

energy dissipation is one of the main topics of research for biomedical implantable

devices. Another application area of ultra-low energy operation is self-sustained sys-

tems where reducing the energy dissipation to a minimum is crucial. Furthermore,

in the recently emerging field of micro-sensor networks, energy dissipation is one of

the main constraints. The micro-sensor nodes are either supplied with a very small

battery or have integrated energy scavenging circuitry. For example, a 1 cm3 lithium

1
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battery is able to continuously supply 10µW of power for five years [8]. This low

power supply capability requires the optimization of the circuits for lowest energy

dissipation possible.

This thesis deals with the exploration of energy e�ciency enhancement tech-

niques of sub-threshold (sub-V
T

) digital CMOS circuits. Energy reduction techniques

applicable in di↵erent levels of the design process of digital circuits are investigated.

Based on the findings of our explorations, an asynchronous cardiac event detector, as

an example of an ultra-low energy biomedical application, is implemented.

1.1 Thesis Contributions

There are multiple contributions in this thesis for reducing energy dissipation of sub-

V
T

digital CMOS circuits. These are:

• A High Level Sub-VT Energy Model

A high level energy model is developed for quick characterization and optimiza-

tion of sub-V
T

static CMOS digital circuits. The model is developed based on

asynchronous specifications, and later extended for synchronous operation. The

proposed model reduces the simulation time significantly when compared to

transistor level simulations, thus, allowing designers to characterize and opti-

mize their designs in the RTL level without requiring time and resource intensive

low level simulations.

• Optimum Process Selection for Energy Minimization

Di↵erent feature sized processes, i.e., 180, 130, 90 and 65 nm processes are

explored for their energy e�ciency. Di↵erent process options are investigated

whenever available for low energy operation. It is shown that unlike the previ-

ously published work, migrating to smaller feature sized technologies is benefi-

cial for enhancing energy e�ciency.

• Energy Reduction By Architectural Improvement

Energy e�ciency enhancement based on architectural techniques and modifica-

tions is explored. Benefits and limits of simple architectural modifications such

as pipelining and parallelism are shown both analytically and through simula-

tion results. A DSP related method, i.e., folding, is employed for reducing the

energy dissipation for very low speed applications.

• Asynchronous Sub-VT Operation

Energy dissipation reduction by asynchronous operation is shown by analyti-
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cal model derivation, numerical simulations and application to real-world circuit

examples. Current sensing completion detection for sub-threshold regime is pro-

posed and implemented. An EDA flow for de-synchronization of a cardiac event

detector is developed and employed for implementing an asynchronous version

of the event detector.

1.2 Thesis Overview

The overview of the thesis is as follows. A brief overview of low-power and asyn-

chronous operations are given in Chapter 2. High level energy model for sub-V
T

operation is presented in Chapter 3. Furthermore, the analysis flow for the applica-

tion of the model is explained. In Chapter 4 asynchronous and synchronous operations

are compared in terms of their energy e�ciency in the sub-threshold regime. Basics

of digital cardiac event detection as well as the architecture of the wavelet based

R-wave cardiac event detector are explained in Chapter 5. Process selection method-

ology for energy minimization is presented in Chapter 6. Moreover, optimum process

selection is applied to the R-wave event detector for energy minimization. Hardware

optimization techniques are examined and applied to the R-wave event detector in

Chapter 7. Chapter 8 is dedicated to the current sensing completion detection system.

In this chapter details of the system as well as trade-o↵s during the implementation

are given. In Chapter 9 completion detection system is slightly modified and used to

implement an asynchronous version of the cardiac event detector. Finally, Chapter 10

presents a summary of the research and draws conclusions.





Chapter 2

Digital Sub-threshold and

Asynchronous Operation

In this chapter, sub-threshold digital circuit design and asynchronous operation are

introduced. First, basic low power design methodologies are reviewed. Afterwards,

sub-threshold operation is explained followed by a survey of sub-threshold circuit

implementations in the literature. In the last part of this chapter an introduction to

asynchronous circuit design is made, and various asynchronous design approaches as

well as recent implementation examples are presented.

2.1 Low Power Digital Design

In this section first we present the distinction between power and energy and their

importance for di↵erent applications. Afterwards, we give a brief overview of low

power/energy design methods.

2.1.1 Energy and Power

Power consumption has become one of the greatest challenges as semiconductor de-

vices are scaled. Scaling and being able to produce chips that contain hundreds of

millions of devices and operate at multi GHz frequencies bring challenges related

to power distribution and heat removal. For example, modern microprocessors use

hundreds of pins and multiple interconnect layers for just power delivery [9].

Power consumption of static CMOS circuits arises from two main mechanisms:

Static power which is the result of leakage paths between the supply rails, and dynamic

power which is due to the switching of capacitive loads. During switching, for a brief

5
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time, both NMOS and PMOS transistors are turned on at the same time. This causes

a short-circuit current to flow between the power rails. Usually short-circuit current

account to a small percent of the dynamic power (5-10%) so generally included in

the dynamic power consumption. Thus, total power consumption of a digital block is

specified as

P
total

= P
dynamic

+ P
leakage

+ P
short�circuit

, (2.1)

and

P
total

= ↵CV 2

DD

f + V
DD

I
leakage

+ ↵V
DD

Q
short�circuit

f, (2.2)

where ↵ is the activity factor, C is the total switched capacitance, V
DD

is the supply

voltage, f is the operating frequency, I
leakage

is the leakage current of the circuit, and

finally Q
short�circuit

is the total short-circuit charge per transition. It is immediately

observable from equation (2.2) that reducing the supply voltage decreases the power

consumption.

Energy is the proper metric for battery powered systems as the energy stored in

a battery is not infinite in capacity; once a battery is empty, it either needs to be

replaced or recharged, that is, energy is dissipated. Total energy dissipation over a

clock period T is related to power consumption as

E
T

=

Z
T

0

P
total

dt, (2.3)

and

E
T

= ↵CV 2

DD

+ V
DD

I
leakage

T + ↵V
DD

Q
short�circuit

. (2.4)

By examining equation (2.4), it is seen that only leakage energy is dependent on the

operating speed, and like power consumption, it is possible to reduce energy dissipa-

tion by lowering the supply voltage. Although reducing the supply voltage is the most

e↵ective energy reduction method, it results in reducing the operating frequency. For

applications where the operating frequency as well as the power consumption are im-

portant, di↵erent low-power design methodologies, which are briefly overviewed next,

have been proposed by researchers.

2.1.2 Low Power Design Methodologies

In the literature there are various low power design methodologies that try to reduce

total power consumption:
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• Clock Gating

In synchronous applications a significant amount of power, i.e., 15 � 45%, is

consumed by the clock tree [10]. Furthermore, the switching clock signal causes

a lot of unnecessary switching activity. In [11] clock signal that is fed into the

idle modules is stopped to reduce total power consumption. The clock signal

to di↵erent modules is gated by a control signal to reduce the dynamic power

consumption of the clock tree and the idle modules.

• Multiple Supply Voltages

Dynamic power is directly proportional to the supply voltage. Hence, reducing

the supply voltage reduces dynamic power consumption. However, operating

speed of the circuit decreases due to lower operating voltage. Therefore, to

be able to reduce power consumption and not to sacrifice operating speed,

multiple supply voltage domains are created. Clusters with critical delay are

supplied with a higher voltage not to reduce the operating speed, whereas non-

critical clusters are supplied with a lower supply value to reduce the power

consumption [12]. Use of multiple supply values result in supply generation and

routing overhead as well as the power and area overhead due to level-converters.

• Dynamic Voltage Frequency Scaling

In this method both voltage and frequency are changed dynamically based on

the operating conditions and speed requirements. When high speed operation

is required, the supply voltage is increased as well as the clocking frequency of

the system resulting in higher power consumption. For cases where the power

consumption is of primary concern, the supply voltage is reduced together with

the clock frequency, resulting in lower power consumption.

• Multi-Threshold

In the Multi-Threshold CMOS (MTCMOS) technique a high-threshold footer

and/or header transistor is used to disconnect a circuit from the power rails

during standby [13]. MTCMOS technique reduces the standby leakage power

but incurs a speed penalty due to the sleep transistors.

• Dual-Threshold

Dual-threshold technique employs both high- and low-threshold transistors.

Low-threshold transistors are used on the critical paths while high-threshold

ones are used for the rest of the circuit. This approach e↵ectively reduces the

leakage power consumption both in active and standby modes as the leakage
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current in equation (2.2) is reduced. Both dual-threshold and multi-threshold

techniques may be applied together to further reduce power consumption.

Although the presented techniques reduce the power consumption, they do not

necessarily result in lower energy dissipation. It is seen from equation (2.4) that dy-

namic energy, i.e., ↵CV 2

DD

, is independent of the operation frequency and reduces

quadratically with supply voltage scaling. For systems where energy dynamic energy

dissipation dominates the total energy, reducing the supply voltage result in signifi-

cant energy savings. However, supply voltage scaling increases the critical path delay

of the circuit, reducing the maximum clocking frequency.

For systems where low energy dissipation and long battery life are the primary

concerns, energy minimization is the main target. It was first shown in [14] and [15]

that global energy minimum operating point of a circuit, if exists, occurs in the sub-

threshold regime. Thus, in this thesis, we explore digital circuits that operate in the

sub-threshold regime for energy minimization and enhanced energy e�ciency.

2.2 Sub-threshold Operation

2.2.1 MOS Sub-threshold Operation

In digital applications an ideal field e↵ect transistor (FET) has a large on current (I
on

)

when the gate overdrive, i.e., V
GS

� V
T

, is high and zero o↵ current (I
off

) when the

gate overdrive is zero. Though in reality, there is always current flowing in the FET

even for zero overdrive voltage. This o↵ current causes standby power consumption

overhead as well as failure in dynamic logic circuits and memories. Especially with

lower threshold voltages with each successive technology, the e↵ects of non-zero o↵

current are more pronounced.

Sub-threshold drain current is the current flowing between the drain and the

source of a metal-oxide-semiconductor field-e↵ect transistor (MOSFET) when the

transistor is operating in the sub-threshold regime. MOS transistors operate in the

sub-threshold regime when the gate-to-source voltage of the transistor is lower than

the threshold voltage. This region of operation is also referred as weak inversion region

[15]. In sub-threshold region of operation, the current conduction is due to di↵usion,

unlike the above-threshold operation where the current conduction mechanism is

majority carrier drift [16,17]. CMOS digital circuits operate in sub-threshold regime

when the supply voltage is lower than the threshold voltage (V
T

) of the transistors.
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In this regime sub-threshold leakage currents are used for charging and discharging

of the node capacitances.

In sub-threshold operation, the channel of the MOS transistor is weakly inverted,

i. e., no part of the channel is inverted moderately or strongly (above-threshold), and

the currents flow by di↵usion [17]. The drain current of an n-channel MOS transistor

operating in this regime is given by [15]

I
DS

= I
S

exp
V
GS

� V
T

nU
T

✓
1� exp

�V
DS

U
T

◆
, (2.5)

where n is a process dependent term called slope factor and is typically in the range

of 1.3 � 1.5 for modern CMOS processes. The value of n depends on the depletion

region characteristics of the transistor, i. e., n = 1 + C
d

/C
ox

. V
GS

and V
DS

are the

gate-to-source and drain-to-source voltages, respectively. The parameter I
S

is the

specific current which is given by,

I
S

= 2nµC
ox

U2

T

W

L
, (2.6)

where µ is the mobility of carriers, C
ox

is the gate oxide capacitance per unit area,

U
T

is the thermal voltage whose value is 26mV at 300K and W

L

is the aspect ratio of

the transistor. By setting V
GS

= 0 for V
DS

>= 4U
T

, saturation o↵ current is specified

as

I
0

= I
S

exp
�V

T

nU
T

. (2.7)

Thus, equation (2.5) is written as:

I
DS

= I
0

exp
V
GS

nU
T

✓
1� exp

�V
DS

U
T

◆
. (2.8)

Due to the second term in equation (2.8), the drain current is 0 when V
DS

= 0

but reaches its maximum value and saturates with V
DS

values higher than a few U
T

.

Based on equations (2.7) and (2.8), the drain current of a MOS transistor in sub-

threshold region shows exponential dependence on the gate-to-source, drain-to-source

voltages, slope factor and the operating temperature.

Figure 2.1 shows the drain current of a MOS transistor for changing gate-to-

source voltage. The sub-threshold, moderate inversion and strong inversion (above-

threshold) regions are marked on the figure. At low values of V
GS

(weak inversion),

the drain current varies exponentially with the gate to source voltage. Digital CMOS
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Figure 2.1: A standard CMOS 0.18µm process NMOS transistor drain current, I
DS

,
versus changing gate-to-source voltage, V

GS

. The drain is connected to the nominal
supply voltage (V

DD

= 1.8V ) for the simulations. The operating regions of the NMOS
transistor are marked.

operation in this regime is explored in this thesis for minimizing energy dissipation

and enhancing energy e�ciency.

2.2.2 Digital Sub-threshold Operation

Although it was first shown by Swanson as early as 1972 that CMOS digital operation

may be realized with ultra-low supply voltages [18], sub-threshold digital design did

not get high attention until recently. Sub-threshold MOS operation was applied to

the design of analog circuits [19–22].

Sub-threshold digital operation is similar to above threshold operation except the

ultra-low supply voltage, which has been reduced below the threshold voltage of the

MOS transistors. For example, Figure 2.2 shows the sub-threshold voltage transfer

curves of a static CMOS inverter designed in a standard 0.18µm process. Threshold

voltages of standard PMOS and NMOS transistors are �0.46 and 0.31V, respectively.
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Figure 2.2: Voltage transfer characteristics of a static CMOS inverter gate. Process
used is a standard 0.18µm CMOS process. Di↵erent curves represent di↵erent transfer
characteristics for changing supply voltage values in the sub-threshold regime.

Limits of supply voltage scaling are given in [18] and [15]. The limit is found to be

4U
T

and is based on the the minimum operating voltage for obtaining an absolute

gain of more than 1 from a simple inverter, and for guaranteeing bi-stability with

su�cient voltage swing.

In [23] Soeleman investigated sub-threshold operation of CMOS and pseudo-

NMOS logic families. The only comparison made in the paper was about the energy

dissipation reduction with respect to operation at the nominal voltage. Simulations

were run on simple gates and in a 0.35µm process and energy savings up to two

orders of magnitude were shown. Later in 2000 dynamic threshold MOS (DTMOS)

operation in the sub-threshold regime was investigated in [24]. In this paper it was

shown that DTMOS technique allowed faster operation when compared to static

CMOS implementation.

In 2002, Kao presented a 175mV digital circuit employing adaptive supply volt-

age and body bias architecture [25]. This research aimed to develop a theoretical

model for predicting the optimal threshold voltage - supply voltage pair to minimize

power consumption. Kim presented a dynamic threshold voltage SRAM in [26]. Body

biasing was used to control the threshold voltage of each cache line trying to minimize



12 Chapter 2: Digital Sub-threshold and Asynchronous Operation

leakage energy in this paper. Wang investigated optimal supply and threshold voltage

pairs in [27]. In this work energy and performance contours were used to determine

the optimal supply scaling of supply and threshold voltages for low-performance ap-

plications.

Another real-world circuit implementation employing sub-threshold logic was pre-

sented in [28]. Kim et al. implemented a delayed least mean square adaptive filter

working in the sub-threshold regime. The target application of the filter was hear-

ing aids, for which ultra-low power operation is crucial. It was shown that the filter

was able to process voice signals with a throughput of 22 kSamples at 400mV supply

voltage.

Global minimum energy operation in the sub-threshold domain was first noted

in [14] and [15]. In [15] sub-threshold operation was investigated using the EKV

model [29]. In [15,30–33] the occurrence of minimum energy point in the sub-threshold

regime was shown.

Device optimization for ultra-low power digital operation in the sub-threshold

regime was investigated in several works. In [34] Paul et al. proposed di↵erent device

designs by modifying the process technology. They showed that by modifying the

devices for sub-threshold operation, delay and power-delay-product (PDP) of the

inverter chains improved by 44% and 51%, respectively. In [35] work on device, circuit

and architecture were employed together to further reduce power consumption of sub-

threshold digital circuits. Hanson et al. examined the a↵ects of process scaling and

device degradation on sub-threshold operation in [36]. They predicted 60% reduction

in I
on

/I
off

while moving from 90 nm process node to 32 nm.

Transistors that belong to the memory arrays often account for the majority of

the transistor count in a processor or system-on-a-chip [37]. To be able to implement

a whole system for energy minimum operation memory sub-systems working in the

sub-threshold regime are required. In [38] sub-threshold static random access mem-

ory (SRAM) was investigated for feasibility across process technologies. It was shown

that SRAM sub-threshold operation is possible but due to the intra-die variations

SRAM cells are vulnerable to process variations. It was concluded that the benefits

of sub-threshold operation for the SRAM blocks in terms of power consumption di-

minish as process technologies scale. In [39] Chen et al. presented a sub-threshold

SRAM fabricated on a 130 nm CMOS process. The presented SRAM operates down

to 216mV at 28 kHz and at 310mV for a 1MHz clock rate. Kulkarni further reduced

the operating voltage of an SRAM down to 160mV employing Schmitt Triggers for

increasing the static noise margin (SNM) of the SRAM cells [40]. In [41] standard 6
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transistor (T) SRAM cell was modified to alleviate write failure, degraded read SNM

and bitline leakage problems. The resulting 10T SRAM was shown to operate below

380mV in a 65 nm process technology.

In [42] and [43] e↵ects of the process variation on the minimum energy operation

were investigated. It was shown that sub-threshold logic was a↵ected by random

dopant fluctuations (RDF) more than above-threshold operation. It was noted that

special care is needed for robust design of sub-threshold circuits.

For system level sub-threshold power management, Calhoun proposed ultra-

dynamic voltage scaling for sub-threshold operation [44]. In the proposed system

local voltage dithering is employed for minimizing the energy dissipation of the cir-

cuit under varying performance requirements. Another example of system level sub-

threshold power management was presented in [45]. In this paper an example circuit

with embedded minimum energy tracking DC-DC converter loop was presented.

Circuits operating at these extreme low supply voltages work at much lower

speeds, for example the FFT processor presented in [46] works with a maximum

clock frequency of 10 kHz with a power supply of 350mV. Even so, their extreme low

power consumption results in excellent power delay product (PDP) values, making

such circuits very interesting candidates for ultra-low power applications which do

not have very high processing requirements.

2.3 Asynchronous Operation

In an asynchronous circuit the parts that make up the circuit are largely autonomous.

They are not governed by a clock circuit or global clock signal, but instead need only

wait for the signals that indicate completion of instructions and operations. These

signals are specified by simple data transfer protocols. The data through the stages

propagate by means of handshake signals that signal propagation of the data, see

Figure 2.3a. This digital logic design is contrasted with a synchronous circuit which

operates according to clock timing signals (Figure 2.3b).

Advantages of employing asynchronous circuits are as follows:

• No clock skew

Clock skew is the time di↵erence in arrival times of the clocking signal to dif-

ferent parts of the circuit. As the clock rate of synchronous circuits increase,

less variation in timing can be tolerated for correct operation. For example, if

clock propagates slower than the path from one register to another, data may
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Figure 2.3: Di↵erence between synchronous and asynchronous implementations.

be latched by both registers, destroying the integrity of the latched data. Asyn-

chronous circuits are not a↵ected by the clock skew problems due to the absence

of a global clocking signal.

• Average-case performance

Synchronous circuits must be operated at or below the speed of the longest

path in the combinational logic. During the operation, the circuit may have

settled to its final value before the next clock signal. This results in worst-case

performance for the circuit. In asynchronous circuits with completion detection

the average-case performance can be achieved. For circuits where the worst-case

and average-case delays are significantly di↵erent, substantial improvements in

the operating speed can be realized [47].
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• Lower power consumption

In synchronous circuits each register dissipates energy during each clock cycle,

regardless of the change at the input of the circuit and/or the state change [48].

In asynchronous circuits only the parts of the circuit that are processing data

are activated, reducing the total dynamic power consumption. Although in syn-

chronous designs clock gating can be applied for reducing the register activity,

very fine grain clock gating, that is achievable only by asynchronous design, is

not possible. Another reason for theoretical lower power consumption of asyn-

chronous circuits is the lack of a clocking network. In digital designs clocking

network power consumption constitute a significant portion of the total power

budget [49, 50]. Owing to the lack of a clock distribution network, hence re-

peaters and signal shapers, asynchronous designs have the possibility to con-

sume less power when compared to their synchronous counterparts.

One example of low-power asynchronous circuits is an IFIR filter bank for a

digital hearing aid [51]. In [52] a detailed study of asynchronous circuits for low

power and energy e�cient applications can be found.

• Design reuse - modularity

When compared to synchronous circuits which operate with a global clocking

signal, asynchronous circuits implement distributed local control blocks. This

control blocks rely on the use of handshaking signals. Thus it is a matter of

simply connecting the handshaking signals of di↵erent blocks for composing a

bigger system utilizing already implemented digital blocks [53].

• Reduced electromagnetic emission

In an asynchronous system di↵erent parts of the system may be activated at

arbitrary times. This results in current peaks in the supply network spread

over time, reducing the current peak amplitudes, hence lower electromagnetic

emission.

There are several reasons why asynchronous circuits are not as common as syn-

chronous designs. Firstly, asynchronous circuits are more di�cult to design then their

synchronous counterparts. Synchronous designers are not concerned with what is go-

ing on between the latches/registers of a design as long as the data at the input of

the memory elements is stable before the next clock signal. In contrast, asynchronous

designs need to be free of logic hazards in all the levels of abstraction [47] and switch-

ing activity must be properly ordered not to cause wrong data propagation. Secondly,
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asynchronous design methodologies are not fully supported by commercial Electronic

Design Automation (EDA) tools, necessitating custom modifications to EDA tools

for asynchronous design implementation.

Functional redundancy may be employed to explicitly model computation flows

without using a global clocking signal. This guarantees the correct switching order

of the logic circuitry. Using logic circuits to ensure correct circuit behavior is usually

costly and impractical [54]. Therefore during the design of asynchronous circuits

some timing assumptions are made. Most common timing assumptions/models are

as follows:

• Bundled-delay (BD) This model is similar to that of the synchronous circuits

where a matched delay to the critical path of a purely combinational logic island

is employed. It is to be guaranteed that delay of all the paths in the combina-

tional island are smaller than that of the matched delay. While implementing

a BD circuit, same gate library as the combinational logic may be used. This

model is the closest to synchronous circuits and the easiest to implement be-

cause it is possible to implement BD circuits by using well-known commercial

EDA tools.

• Delay-insensitive (DI)

Delay-insensitive circuits work correctly under the assumption that gate and

wire delays are unknown but finite. DI model allows the most robust asyn-

chronous circuit implementation but the class of DI implementations are very

limited in practice [55].

• Quasi-delay-insensitive (QDI)

In this model it is assumed that the skew between the critical wires, i.e., forks,

is less than the gate delay. This assumption is called the isochronic fork and

can be applied to a group of gates and wires on a small area of the chip.

Multiple design flows from the academic research groups and the industry exist

for implementing di↵erent classes of asynchronous circuits. Recent design flows that

are employed for real world designs are; De-synchronization [56], Null Convention

Logic (NCL) employed by Theseus Logic [57] and bundled data circuits (Figure 2.4a)

implemented using Haste, a proprietary language of the Handshake Technology. In

this language parallel structures may be implemented with ease unlike Verilog or

VHDL implementations. Also in Handshake implementation, de-synchronization may

be implemented in the design flow. Except the NCL flow, other flows rely on matched
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Figure 2.4: Bundled data and dual rail asynchronous circuit implementations.

delay implementations, thus not realizing average case performance of asynchronous

circuits. For the average-case performance to be realized, means of completion detec-

tion of data processing are needed.

Completion detection in asynchronous circuits can be implemented using di↵erent

approaches. One such approach is using dual rail signaling. The request signal is

encoded inside the data signals in a dual-rail protocol. In a dual-rail implementation

each data bit is transferred using two wires as shown in Figure 2.4b. Therefore for an

n-bit wide data bus for the bundled-data case, 2n+ 1 wires need to be implemented

for the dual rail case. Also in the dual rail case the number of logic gates increase

because of the inherent redundancy in the protocol.

Another approach for implementing completion detection is sensing the current

consumption of the circuits and generating a handshaking signal when the sensed

circuit completes the computation. There are multiple examples of current sensing

completion detection in the literature [58–61]. These methods rely on bipolar tran-

sistors, and/or resistors with high values, both of which are not always available in a
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Figure 2.5: 4-phase bundled data pipeline (After [1]).

standard process, or come as a process option with additional cost. The requirements

on the bipolar transistors and resistors in these solutions set practical limits for the

detection of current values in the µA-to-mA range.

As an example, a basic 4-phase, bundled data asynchronous pipeline is shown

in Figure 2.5. In Figure 2.5(a) the most common implementation (fixed delay) is

shown. In this implementation the Request signal is delayed by an amount equal to

the worst case delay of the purely combinational logic stage. This implementation

is a similar approach to the synchronous operation, where unnecessary delay, which

is fixed regardless of the logic computation time, is introduced. Another version of

the 4-phase bundled data pipeline is shown in Figure 2.5(b), where the delay mimics

the computation completion time of the logic block as much as possible. In the last
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part of this thesis we focus our attention on the implementation of a variable delay

element, i.e., current sensing completion detection, for reducing the overall energy

dissipation.

An extensive evaluation of asynchronous designs and their properties are beyond

the scope of this thesis. More detailed information can be found in references [1, 47,

48,53,62].





Chapter 3

A High Level Sub-threshold

Energy Model

In this chapter an energy model for digital systems working in the sub-threshold

regime is presented. The energy dissipation model is comparable to other models that

have been published previously [15,30,32]. In [15] Vittoz investigated and proved the

energy-minimum operation property of sub-threshold logic. In the model developed,

an expression for the energy-minimum operating voltage was not derived and energy-

minimum operating point was shown by numerically inverting the duty factor for

minimum energy numerically. In [30] occurrence of the energy-minimum operating

voltage was shown again but the energy-minimum operating voltage equation was

solved by curve fitting. In [32] Calhoun solved the sub-threshold energy-minimum

operating voltage analytically. In Calhoun’s model average switched capacitance and

average leakage current were specified as parameters and they were extracted from

SPICE level simulation results. However, all the previous models focused only on

synchronous sub-threshold operation. As will be shown in this chapter, we developed

our model for asynchronous operation and later extended to include synchronous

operation as well. Furthermore, the developed energy model gives accurate results

without requiring computation and time intensive SPICE simulations, making the

model usable for all phases of the design flow. Another benefit of the model is that

it allows the designers to be able to characterize the sub-threshold energy e�ciency

of di↵erent circuit implementations e�ciently.

21
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3.1 Asynchronous Energy Model

In an asynchronous system, the operation of the system is both dictated by the

switching and delay properties of a system, and the external request and acknowledge

signals. During the development of the model for simplifying the mathematical

operations and derivation of the equations, following assumptions are made:

Assumption-1: As soon as the asynchronous block finishes processing the

current data, a new data input may be applied, i.e., there is no idle time

between data inputs to the asynchronous block.

Assumption-2: The energy dissipation and processing delays of the

circuit per computation are randomly distributed. This assumption is guaran-

teed by applying a randomly distributed data set to the input of the circuit.

Assumption-3: Synchronous circuits work at their maximum speed,

i.e., clocked at a speed equal to their critical path delay.

Assumptions 1 and 3 guarantee that synchronous and asynchronous opera-

tions are compared fairly in terms of energy dissipation. Together they guarantee

that circuits run at their maximum speeds possible, hence dissipating minimum

leakage energy, while working at the lowest energy-minimum operating voltage

possible. Assumption-2 is used to simplify the statistical properties of the energy

model. As long as the energy dissipation and processing delay of the circuit are

randomly distributed with a mean, the model may be applied to any circuit that is

operated with an arbitrary data set. While deriving the energy dissipation model,

assumptions made will be emphasized wherever required.

The conceptual operation of an asynchronous block is shown in Figure 3.1a. In

this example, the circuit is observed for an arbitrary time frame T , where four distinct

sets of input data are processed. The time spans where the circuit is purely leaking

(waiting for handshake completion) are denoted with T
Li

and the time spans where

the circuit is both switching (processing input data) and leaking are denoted with

T
Si

. In this diagram we assume that as soon as the RequestOut signal is lowered,

RequestIn goes high (Assumption-1) and the stage begins the switching phase; so all

the purely leaking time spans (T
Li

s) are fixed, equal, and represent the asynchronous

communication overhead.
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Figure 3.1: Timing diagram showing the same logic block operating in (a) asyn-
chronous and (b) synchronous modes.

To calculate the energy dissipation in an arbitrarily long time frame T , we monitor

the operation of the circuit. During this time frame, we assume that the number of

energy dissipating computations is N . In any static CMOS digital system the total

energy dissipation is given by

E
T

= E
dynamic

+ E
leakage

+ E
short�circuit

, (3.1)

where E
dynamic

is the dynamic energy dissipation due to the switching of the ca-

pacitances, E
leakage

is the leakage energy dissipation of the circuit during the whole

time the circuit is supplied by an energy source, and E
short�circuit

is the short-circuit

energy dissipation due to the short-circuit current flowing from the supply to the

ground during switching. In our analysis we neglect the contribution of the short-

circuit component, as it is known to contribute only a small portion of the overall

energy dissipation [15].

Elaborating the general energy dissipation equation (3.1), the dynamic energy

dissipation during the ith time span is expressed as

E
dynamic

i

= e
i

C
tot

V 2

DD

, (3.2)

where e
i

is a scaling parameter that defines the switching property of the circuit for a

specific input data transition, and C
tot

is the maximum possible switched capacitance
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of the circuit. The switching energy scaling parameter e
i

is in the range [0, 1]. Without

loss of generality we express e
i

as a single value in a random process e (Assumption-

2). By defining e as a random process, we may define a mean µ
e

and using this mean

the average dynamic energy for N computations is expressed as

E
dynamic

= Nµ
e

C
tot

V 2

DD

. (3.3)

In (3.2) and (3.3), the total capacitance C
tot

may be normalized in terms of the

total inverter capacitance using a capacitance scaling factor k
cap�logic

as C
tot

=

k
cap�logic

C
inv

where C
inv

is the switched capacitance of an inverter.

Assuming even during the switching time, most of the cells in the circuit are

leaking, the leakage energy dissipation during the observation period T is defined as

E
leak

= k
leak

I
0

V
DD

T, (3.4)

where k
leak

is the average leakage scaling factor of the circuit, and I
0

is the leakage

current of a single inverter. Total average leakage current of the circuit is calculated

as k
leak

I
0

from equation (3.4). The average leakage parameter k
leak

is obtained from

the synthesis results by accumulating the individual average leakage currents of the

digital gates, where the average leakage current is the mean of the leakage current

for all the combinations of input vectors applied to the logic gate, and normalizing

the result to the average leakage current of a single inverter. Combining equations

(3.1), (3.3) and (3.4), total energy dissipation during the monitoring time frame T is

defined as

E
T

= Nµ
e

k
cap�logic

C
inv

V 2

DD

+ k
leak

I
0

V
DD

T. (3.5)

From Figure 3.1a, the total time spent during switching is

T
S

=
SX

i=1

T
s

i

, (3.6)

and based on the switching/timing statistics of the circuit we are analyzing, any

switching activity (T
s

i

) in Figure 3.1a may be defined as

T
s

i

= d
i

k
crit

T
sw inv

, (3.7)

where d
i

is a scaling parameter that defines the delay properties of the circuit pro-

cessing the current data, k
crit

is a coe�cient that defines the critical path delay of
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the circuit in terms of the inverter delay, and T
sw inv

is the delay of an inverter. The

scaling parameter d
i

may take any value in the range [0, 1]. Like e, if d is modeled

as a random process with the mean µ
d

(Assumption-2), the total time spent during

switching is calculated approximately as

T
S

= Nµ
d

k
crit

T
sw inv

. (3.8)

During the observation frame T , N switchings and N handshakes take place, so T is

expressed as

T = T
S

+ T
L

= Nµ
d

k
crit

T
sw inv

+Nk
com

oh

k
crit

T
sw inv

,
(3.9)

where k
com

oh

is a parameter defining the overhead caused by the asynchronous com-

munication in terms of the critical path delay of the purely combinational logic block.

The delay of an inverter working in the sub-threshold regime is given in [15] as

T
sw inv

=
C
inv

V
DD

I
0

eVDD

/(nU

t

)

. (3.10)

By introducing equation (3.10) into equation (3.9), we get the total observation time

as

T = Nk
crit

C
inv

V
DD

I
0

eVDD

/(nU

t

)

(µ
d

+ k
com

oh

). (3.11)

Introducing equation (3.11) into equation (3.5), the final total energy dissipation

equation for N switchings is specified as

E
T

= NC
inv

V 2

DD


µ
e

k
cap�logic

+ k
crit

k
leak

(µ
d

+ k
com

oh

)e�V

DD

/(nU

t

)

�
. (3.12)

By setting N = 1 in equation (3.12), average energy dissipation per operation

may be found. The optimal operating voltage for minimum energy operation is found

by taking the derivative of (3.12) with respect to V
DD

, equating the result to 0, and

solving for V
DD

. Thus, the energy-minimum operating voltage is given in (3.13) as

V
opt�async

= 2nU
t

� nU
t

W�1


�

2e2k
cap�logic

µ
e

k
crit

k
leak

(k
com

oh

+ µ
d

)

�
, (3.13)

where W�1

is the �1 branch of the LambertW function. LambertW function is exam-

ined thoroughly in [63] and briefly explained in the Appendix A. All the k-parameters

in equations (3.12) and (3.13) are found from the synthesis results of the digital cir-
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cuit, and the µ-parameters are extracted from switch level (synthesized Verilog) sim-

ulation results. Hence, the total simulation time for characterizing the sub-threshold

performance of the circuit is reduced greatly, compared to SPICE-level simulations.

3.2 Synchronous Energy Model

A similar modeling approach is performed to model a synchronous system operating

as shown in Figure 3.1b. By assuming only one set of data is processed during a clock

period (N = 1) and the clock period is equal to the critical path of the logic circuit,

i.e., (T = k
crit

T
sw inv

); the energy per operation is derived from equations (3.11) and

(3.12) as

E
T

= C
inv

V 2

DD


µ
e

k
cap�logic

+ k
crit

k
leak

e�V

DD

/(nU

t

)

�
. (3.14)

As in the asynchronous case, by taking the derivative of (3.14), equating the result to

0 and solving for V
DD

, we get the optimum voltage that realizes the minimum energy

operation as

V
opt�sync

= 2nU
t

� nU
t

W�1


�
2e2k

cap�logic

µ
e

k
crit

k
leak

�
. (3.15)

So far, development of the energy model assumed that the circuit under consid-

eration operates at the maximum frequency that is imposed by the operating voltage,

and hence operating with minimum leakage energy possible at that voltage. Usually

this is not the case in real world applications, where the frequency of operation is

dictated by external systems or circuitry. For such a case, equation (3.12) cannot be

used to calculate the energy dissipation of a circuit. A model that is not constrain-

ing the leakage time by the maximum operating frequency needs to be developed.

For externally speed constrained systems which work below the speed that is achiev-

able at the energy-minimum operating point, we slightly modify equation (3.5) for

synchronous operation as

E
T

= µ
e

k
cap�logic

C
inv

V 2

DD

+ k
leak

I
0

V
DD

T
CLK

. (3.16)

3.3 Model Implementation Flow

The application flow of the model to designs is presented in Figure 3.2. For the ap-

plication of the model, some pre-characterization of the process and the standard cell

libraries are required. First, the standard cell library is characterized for calculating

the average leakage factor of each cell normalized to a chosen inverter implementa-
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Figure 3.2: Model application flow emphasizing the tools used.

tion. This is achieved by processing the .lib file that is supplied by the foundry

with custom developed AWK [64] scripts. Second, the process library is characterized

for the slope factor n and the inverter internal switched capacitance C
int

. During

this step, inverter characterization and single transistor testbenches are created, and

HSPICE is used for simulations. Required data is processed and fit to the model using

Mathematica.

After the pre-characterization step, the flow begins with the usual implemen-

tation of the digital circuit using hardware description languages (HDLs) as in a

standard flow. Design verification is done using an RTL simulator, e.g., ModelSim

or Synopsys VCS, and then for the circuit synthesis using a standard cell library,

Synopsys Design Compiler is used. During the synthesis process, detailed reports of

the circuit properties are generated by the synthesis tool. Afterwards, the synthesis

reports are processed using custom developed AWK scripts. Average leakage factors
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Figure 3.3: Sample Synopsys PrimeTime Power cycle-accurate power waveform
to emphasize the current consuming combinational operations. Combinational pro-
cessing timing information is used for calculating the delay distribution of a mixed
combinational-sequential circuit.

from the pre-characterization step are used for the calculation of k
leak

. As a result of

this step, values of k
cap�logic

, k
crit

and k
leak

are obtained.

Following the successful synthesis of the circuit, both the synthesized and be-

havioral model of the circuit are simulated using Synopsys VCS simulator. For the

purely combinational circuits the output of the synthesized and behavioral circuits

are compared in the testbench and the timing signals are written to a text file. After-

wards, from the resulting data, both the delay distribution and its average (µ
d

) are

calculated by post-processing. Following the simulation of the synthesized circuit, the

power calculation is done in Synopsys Prime Time employing the wire-load models.

A cycle-accurate waveform for the power consumption of the circuit is generated and

post-processed using Perl scripts for calculating the energy distribution of the cir-

cuit. If the characterized logic block is not purely combinational, i.e., block contains

memory elements such as registers and latches, comparison of the circuit outputs
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are ine↵ective for delay calculations. For such a case, the delay distribution is cal-

culated by post-processing the generated power waveform. A sample waveform from

the Synopsys PrimeTime Power simulations is presented in Figure 3.3. In the figure,

combinational processing regions are emphasized. Power spikes just before combina-

tional processing occurs is due to the positive edge of the clock signal and spikes

that are not followed by combinational processing are due to the negative edge of the

clock signal. Thus, both the distributions and the average values of delay and energy

characteristics of the circuit are obtained.

3.4 Accuracy of the Model

We verified the accuracy of the proposed model by both simulations and measure-

ment of an implemented test circuit in a standard CMOS 0.18µm process. ISCAS85

benchmark circuits [65] are used to verify the accuracy of the model with simula-

tions, and a randomly generated lookup table (LUT) is used as the test circuit on

the manufactured chip.

3.4.1 ISCAS85 Benchmark Circuits

We ran simulations to analyze the accuracy of the proposed model. The model pa-

rameters are gathered from the synthesis results and switch-level simulations. We

simulated the energy dissipation values of the benchmark circuits in HSPICE by run-

ning transient simulations. During the simulations 1000 random vectors were applied

to the benchmark designs working at their maximum allowed speed, i.e., speed set by

Table 3.1: Accuracy comparison for energy dissipation at the energy-minimum volt-
age.

Benchmark Error (%) Spice CPU Time Model CPU Time

c499 -2.26 511.09 3.13
c880 3.49 351.35 4.16
c1355 -2.61 471.58 4.21
c1908 0.40 456.08 3.17
c2670 3.05 798.46 5.37
c3540 3.73 1845.05 5.36
c5315 2.98 2529.48 5.61
c6288 -1.79 10118.50 40.34
c7552 -1.70 4368.91 8.38
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Figure 3.4: Comparison of the energy dissipation values gathered from the HSPICE
simulation results and the model calculations based on the synthesis results.

the critical path of the circuit, at their synchronous energy-minimum operating volt-

ages. Same test vectors were applied to the circuits for the switch-level simulations

and their switching activity factors were calculated from the Prime Time results. The

comparison of the two methodologies in terms of accuracy are shown in Figure 3.4.

From the comparison of the HSPICE simulation results and the developed model, we

calculate that our methodology predicts the energy dissipation values with less than

3.8% error for all benchmark circuits. The most important benefits of the developed

model are usability in the early design phase and the low run time when compared

to SPICE level simulations. The error values and the CPU time spent during the

simulations for all the test circuits are given in Table 3.1. From the table it may

be seen that the developed model and the simulation methodology may be used for

early design decisions in a more complex system with very high accuracy and very

low runtime.
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Figure 3.5: 16-stage pipelined circuit. Each stage includes the same randomly gen-
erated 8-bit input, 8-bit output look up table in parallel to a matched delay. The
data to the stage is directed through one of the paths using a demultiplexer and a
multiplexer.

3.4.2 Measurement Results

To verify the accuracy of the energy model with a manufactured implementation, a

test circuit as shown in Figure 3.5 is fabricated. Each pipeline stage of the 16-stage

pipelined circuit consist of a randomly generated LUT. In parallel to the LUT, there

is a matched delay circuit that is matched to the average delay of the LUT. Multi-

plexers and demultiplexers are used to control the path, on which data is propagated.

The randomly generated lookup table realizes a one-to-one function for every possible

256 inputs and outputs. The multiplexer/demultiplexer pair is controlled by means

of the PC1 signals, which are generated by a logic decoder (not shown in the figure).

Manufactured Mini-ASIC test chip is presented in Figure 3.6. Two versions of the

LUT pipeline, one with (LUT Pipeline 2) and one without (LUT Pipeline 1) reg-

isters separating the combinational stages, were fabricated. In addition to the LUT

pipelines, four asynchronous circuits, i.e., A1-A4, with completion detection were im-

plemented. Asynchronous test blocks are explained in Chapter 8. Figure 3.7 shows the

1Path control.
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Figure 3.6: Micrograph of the fabricated 0.18 µm chip. Test blocks are emphasized.
A1-A4 are asynchronous test blocks with completion detection.

Figure 3.7: Oscilloscope screen capture of the signals from the test board. Top signal
shows the most significant bit of the tested circuit and the bottom signal shows the
applied clock signal.
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oscilloscope screen capture of the most significant bit of LUT Pipeline 1 block with

the applied clocking signal. The oscilloscope screen capture shows full-scale signals

that are level-converted on the chip, i.e., signals with amplitude of 3.3V.

We first checked the circuit for correct operation for varying supply voltage and

operating frequency pairs for all the possible paths. 17 di↵erent path combinations

are selectable for the test circuit. The data path through each stage may be selected

for propagation through either the matched delay elements or the LUT. During the

measurements 4000 random samples were applied to the circuit and the number of

errors compared to the expected outputs were extracted. The results of the functional

error measurements for the path number 16, i.e., all the data is propagated through

the LUTs, are presented in Figure 3.8. During the measurements the frequency was

swept from 2 kHz to 30 kHz in steps of 1 kHz and the supply voltage was swept

between 0.2V and 0.4V in 10mV steps. From the energy dissipation model, the

operating frequency is defined as

f
op

=
1

k
crit

T
sw inv

. (3.17)

Equation (3.17) is over-plotted on the measurement results in Figure 3.8b. During our

measurements we observed that for the all the paths tested, the memory elements

stopped working below a certain voltage, i.e., 270mV. Below this supply voltage,

number of total errors quickly reached 4000, showing that the circuit is not oper-

ating properly for any operating frequency for these voltage values. This value is

much higher than the expected reliable operating point for di↵erent processes that

will be investigated in Chapter 6. Furthermore, the logic analyzer missed some trig-

gering signals below 2 kHz operation during the measurements, so the measurement

frequency range was limited to 2 kHz on the lower end not to have any errors in the

measurement.

We measured the energy dissipation of the test circuit using a current integrator

supplying the circuit that was measured. Same 4000 random samples were applied to

the circuit during the energy measurements. Both in the beginning and in the end

of the measurement cycle the voltage values at the output of the current integrator

were measured. Using the measured data, we calculated the total energy based on

the equation

E = CV
DD

�V, (3.18)

where �V is the voltage di↵erence measured at the output of the integrator. By

dividing the value from equation (3.18) by the total number of samples, we found
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Figure 3.8: Measured functional error for the case when all the data propagates
through the LUTs. (a) shows the shmoo plot with number of total errors, and (b)
shows the result with equation (3.17) plotted over for comparison.
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Figure 3.9: Measured energy per sample for path number 16. (a) shows all the swept
frequency-supply voltage pairs and (b) shows a restricted subset with the energy
calculations from the model.
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the energy dissipation per sample. The circuit was measured for all the paths and

their respective energy dissipation figures. Measurement results for the path 16 is

shown in Figure 3.9. Figure 3.9b shows a zoomed in version of the measurement

with the calculated values from the energy model over-plotted. For this plot and the

error calculation of the model with respect to the measurement results, we selected

a subset of the measurement frequency-supply voltage space. The voltage range was

constrained due to the fact that below 270mV there was no way of knowing if the

correct data was processed by the circuit. For the frequency range, for above 8 kHz

operation, the measurement setup with the o↵-chip current integrator and voltmeters

was too slow to correctly register the current that is consumed by the circuit, hence

the limitation on the upper frequency range. The measured energy dissipation error

with respect to the model changes between �4.79% and 3.83% for di↵erent data

points.

3.5 Conclusions

In this chapter an energy dissipation model for sub-threshold operation is presented.

The model is based on the circuit parameters that are obtainable from the standard

cell synthesis results and switch level (synthesized Verilog) simulations. Same model

is applicable to both synchronous and asynchronous operation with a slight modifi-

cation. By using the proposed model, energy e�ciency of the same circuit structure

may be easily investigated in di↵erent manufacturing processes without the need for

time and resource expensive SPICE level simulations.



Chapter 4

Energy E�ciency of

Sub-threshold Circuits

This chapter presents a comparison of energy e�ciency of sub-V
T

synchronous and

asynchronous circuits. The designs are analyzed with the sub-V
T

energy dissipation

model developed in Chapter 3. Energy dissipation reduction due to asynchronous

operation is demonstrated on ISCAS85 benchmark circuits.

4.1 Comparison of Synchronous and Asynchronous En-

ergy E�ciency

To be able to compare energy dissipation of a synchronous and an asynchronous cir-

cuit at their energy-minimum voltages (EMVs), V
DD

in equations (3.12) and (3.14)

are replaced by the optimum voltages V
opt�async

and V
opt�sync

, respectively. The

resulting energy equations depend only on the circuit implementation related k-

parameters and the switching/delay properties of the circuit for a given manufac-

turing process.

A reference design, which has an energy dissipation equivalent to 1000 inverter

gates with a drive capability of 1, and a critical path delay of 25 inverter gates, is used

for preliminary energy e�ciency comparison. Figure 4.1 shows the energy profile of

our reference design at a switching/delay mean of 0.1 for both asynchronous and syn-

chronous operation. In the comparisons made on this design, unless otherwise noted,

the communication overhead parameter k
com

oh

is taken as 0.1, i.e., 10% communica-

tion overhead. The optimum operating voltages of the same circuit for synchronous

37
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Figure 4.1: Total energy dissipation and average operation frequency for changing
supply voltage values for a switching/delay mean value of 0.1. The energy-minimum
operating points occur at di↵erent voltages for synchronous and asynchronous cases.
EMVs and operating speed at EMVs are marked.

and asynchronous operations for the specified mean values are estimated to be at

240mV and 170mV, respectively.

When the EMVs for the asynchronous and synchronous cases, equations (3.13)

and (3.15), respectively, are compared, it is seen that the equations di↵er by the

1/(k
com

oh

+µ
d

) factor in the argument of the LambertW function. Therefore, as long

as k
com

oh

+ µ
d

value is less than 1, the EMV for the asynchronous operation will

always be lower than the synchronous operation, resulting in lower energy operation.

k
com

oh

+ µ
d

can be higher than 1 because of i) high communication delay overhead

and because of ii) majority of logic path delays being comparable to the critical

path delay which increase µ
d

to a value close to 1. Furthermore, for the cases where

k
com

oh

+µ
d

is less than 1, an asynchronous circuit dissipates less leakage energy than

the synchronous counterpart for the same operating voltage.
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Advantages of operating in an asynchronous manner in the sub-threshold regime

are twofold for energy dissipation reduction. First, the leakage energy is reduced by re-

ducing the average time the circuit leaks. Due to the lower leakage energy dissipation,

the energy-minimum operating voltage value of the circuit decreases and the circuit is

operated at a lower energy-minimum operating voltage. This reduction in the supply

voltage e↵ectively reduces the switching energy dissipation. This is seen in the plot of

EMVs and their respective throughput values in Figure 4.2. The EMVs and average

operating frequencies for changing switching/delay properties of our reference design

are shown. While working under the conditions defined by Assumptions 1, 2, and 3

in Chapter 3, the EMV of the asynchronous operation is lower, thus reducing the

switching energy. The throughput worsens due to lower operating voltage but it is

negligible in asynchronous operation because of better than worst case computation

delays as shown in the figure.
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4.2 Benchmark Circuit Energy E�ciency Comparisons

To investigate the e↵ectiveness of asynchronous operation on real world applications

for sub-threshold energy reduction, we extracted the model parameters from syn-

thesized ISCAS85 benchmark circuits and their switch level simulations. Using the

extracted parameters, we calculated the energy-minimum operating voltages and re-

spective energy dissipation values. The values used in the calculations are given in

Table 4.1. k
cap�logic

, k
leak

and k
crit

were extracted from the synthesis results, and

circuit delay and switching parameters µ
d

and µ
e

were extracted from switch level

simulations. During the switch-level simulations randomly generated (Assumption-2)

10000 vectors were used.

The calculated EMV values for synchronous and asynchronous (under

Assumption-1) operations are shown in Figure 4.3a. It is clearly shown in the plot

that by employing asynchronous operation in the sub-threshold regime, the EMV

is lowered. For example, for the benchmark circuit c1908, working asynchronously

results in the reduction of EMV by 37.6%.

In Figure 4.3b energy dissipation of the benchmark circuits at their respec-

tive energy-minimum operating voltages for synchronous and asynchronous cases are

shown. Operating the circuits asynchronously in the sub-threshold regime result in

considerable energy dissipation savings. The decrease in the energy-minimum oper-

ating voltage and reduction in the total energy dissipation are given in the second

and third columns of Table 4.2, respectively. By employing asynchronous operation

in the sub-threshold regime, energy dissipation reduction up to 51% is observed.

Table 4.1: Parameter values extracted from the synthesis results for the ISCAS85
benchmark circuits.

Benchmark circuit k
cap�logic

k
leak

k
crit

µ
d

µ
e

c499 559 437 57 0.31 0.7
c880 568 207 78 0.32 0.41
c1355 588 410 62 0.28 0.68
c1908 418 300 78 0.41 0.69
c2670 897 454 70 0.48 0.54
c3540 1228 470 120 0.58 0.47
c5315 2080 990 86 0.43 0.56
c6288 4310 1051 307 0.62 0.61
c7552 2498 1576 194 0.44 0.74
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Figure 4.3: Energy-minimum operating voltages and relative energy dissipation of
ISCAS85 benchmark circuits for both synchronous and asynchronous operation.
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Table 4.2: Change in EMV, energy dissipation, average throughput and energy delay
product for the ISCAS85 benchmark circuits.

Benchmark
circuit

Supply
voltage

reduction (%)

Energy
dissipation

reduction (%)

Average
throughput
loss (%)

EDP
reduction (%)

c499 35.4 51.0 14.8 42.4
c880 36.7 49.6 20.4 36.6
c1355 36.3 54.6 10.5 49.3
c1908 37.6 38.0 37.1 1.4
c2670 32.5 34.2 30.8 5.0
c3540 18.5 21.7 15.1 7.7
c5315 35.6 37.3 33.8 5.2
c6288 13.7 17.6 9.6 8.9
c7552 21. 27.2 14.2 15.1

While the lower-voltage operation may reduce the average throughput of the

design as shown in Figure 4.4a, if ultimate minimum energy operation is targeted,

asynchronous operation in the sub-threshold domain is the most prominent option

that allows the lowering of the EMV. Due to a lower EMV, both leakage and switch-

ing energy components of the designs are reduced, as shown in Figure 4.4b. For all

the benchmark designs examined, which have di↵erent structures and switching/de-

lay properties, the energy dissipation in asynchronous operation is lower than the

synchronous operation. In all the benchmark designs, reduction in the switching en-

ergy dissipation due to lower EMV is more significant than leakage energy dissipa-

tion reduction. Although the average throughput is lower for the asynchronous case

(Figure 4.4a), leakage energy, which is inversely proportional to the average through-

put of the circuit and semi-linearly proportional to the supply voltage, is always lower

for the asynchronous case.

Although our aim is to realize minimum energy operation, we also checked the

e�ciency of the energy-delay trade-o↵ in the sub-threshold regime between the syn-

chronous and asynchronous operations. To evaluate the energy-delay trade-o↵ e�-

ciency, we used the energy delay product (EDP) metric. The improvement in the

EDP due to asynchronous operation is shown in the last column of Table 4.2. Al-

though the average throughput is lower for all the benchmark designs, because of

greater reduction in energy dissipation, the EDP of the asynchronous operation is

always lower than the synchronous one. From these results, it is concluded that by

operating asynchronously the operation speed is e�ciently traded for lower energy
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Figure 4.5: Energy dissipation comparison of ISCAS85 benchmark circuits for syn-
chronous, single-rail and dual-rail implementations.

operation and for most of the cases significant reductions in energy dissipation and

EDP are realized.

4.3 Implementation of Asynchronous Circuits with Dig-

ital Completion Detection

In the previous section advantages of running a circuit asynchronously, i.e., with

average case performance was shown. In practice, implementing digital circuits with

digital completion detection properties bring circuit overhead due to the inherent

redundancy for generating the completion detection signal. Recently in [66] Lotze et

al. examined self-timed asynchronous circuits operating in the sub-threshold regime.

They implemented and simulated dual-rail multipliers with di↵erent bit-widths. For

the 8-bit case the simulations showed an increase by a factor of 1.95 and 3.05 for the

area and the switching energy, respectively.
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To compare a purely digital self-timed implementation, i.e., dual-rail implemen-

tation, with the single rail implementation of the benchmark circuits with external

completion detection mechanism, the k-factors are updated to reflect the changes in

the circuit architecture. Based on the findings in [66], we multiplied k
leak

by 1.95

and k
cap�logic

by 3.05. The results of our simulations showing the energy profile of

ISCAS85 benchmark circuits for synchronous, single-rail and dual-rail implementa-

tions are shown in Figure 4.5. It is seen that for all the circuits, due to the increase in

leakage and switching energies, dual-rail implementation has the highest energy dis-

sipation. This confirms the result in [66] where it was suggested that only the critical

path of the circuit should be designed using dual-rail techniques.

4.4 Conclusions

In this chapter, sub-V
T

energy model introduced in Chapter 3 is used to compare

synchronous and asynchronous operations for their energy e�ciency. ISCAS85 bench-

mark circuits are used to represent real-world application examples. Random data

sets are applied to ISCAS85 benchmark circuits for demonstrating achievable savings

in energy dissipation by operating asynchronously. From the simulation results it is

found that, by operating asynchronously, energy dissipation reductions of up to 51%

and EDP reductions of up to 49.3% are realizable.





Chapter 5

Digital Event Detection for

Cardiac Pacemakers

With the scaling of the integrated circuit manufacturing technologies, it is possible

to integrate more devices per unit area on a single chip. This allows designers to im-

plement more complex functionality on a single chip. However, in energy constrained

applications, such as implantable biomedical devices, battery size, hence available

energy is extremely limited and one of the main constraints. For this reason, in this

thesis we are using a digital event detector for cardiac pacemakers as one of our

benchmark designs. Due to implantable and battery operated nature of the circuit,

enhancing energy e�ciency is of primary concern. Furthermore, digital event detector

is a complex circuit which enable us to use it as an example of today’s typical digital

systems.

5.1 Heart

The human heart is the part of the human cardiovascular system that is responsible

for blood circulation (see Figure 5.1). It pumps blood through the cardiovascular

system by means of rhythmic contractions and relaxations. The heart is divided into

four chambers: Upper chambers are called left and right atria and the lower chambers

are called ventricles. The two atria act as blood collectors for the blood returning from

the body and the ventricles act as pumps to eject the blood to the body. Dexoygenated

blood from the body enters the right atrium through the superior vena cava. After

entering the atrium, blood passes to the right ventricle through tricuspid valve. Right

ventricle pumps the deoxygenated blood through the pulmonary artery to the lungs.

47
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Figure 5.1: The heart (After [2]).

Oxygenated blood returning from the lungs enters the heart via the pulmonary veins.

After being collected at the left atrium, blood is passed to the left ventricle through

the mitral valve. From the left atrium blood is pumped back to the body through

aorta [2, 5].

5.2 Cardiac Cycle

The cardiac events that occur from the beginning of one heartbeat until the next are

called the cardiac cycle. The excitation and conduction system of the heart that is

responsible for the control of the pumping action is presented in Figure 5.2. Each

cardiac cycle is initiated by the generation of an electrical stimulus signal at the

sinoatrial (SA) node. This generated signals passes through the atrioventricular node,

with a small delay of about 0.1 seconds, to the ventricles. This short delay guarantees

that both atria and ventricles are filled with blood before contraction. Once the

signal enters the AV bundle, it spreads rapidly through the Purkinje fibers to the two

ventricles resulting in a coordinated ventricular contraction [3].
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Figure 5.2: The cardiac excitation and conduction system (After [3]).

For the normal functioning of the heart, orderly sequence of activation of the

cardiac muscle with regular timing is critical [2]. Several cells in the heart can generate

electrical impulses. AV node, SA node and Purkinje fibers generate impulses with

about 50 beats per minute, 70 to 80 beats per minute and 15 to 40 beats per minute,

respectively. The normal rhythm of the heart, which is between 60 and 100 beats

per minute, is controlled by the discharges from the SA node. SA node controls the

rhythmicity of the heart due to the fact that the discharge rate of the SA node is

considerably faster than that of AV node or Purkinje fibers. Each time the SA node

discharges, this signal is propagated to the AV node and Purkinje fibers, resulting in

their discharge.

5.3 Cardiac Signals

The electrocardiogram (ECG) is a technique of measuring the electrical activity of the

heart on the body surface. Measuring the electrical activity of the heart on the surface

of the body is possible due to the fact that when the cardiac impulse is generated in

the heart, the signal spreads through the heart to the neighboring tissues reaching the

body surface. Figure 5.3 shows a typical ECG signal. The ECG signal is composed
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Figure 5.3: Electrocardiogram signal (After [2]).

of a P wave, a QRS complex which consist of Q, R, and S waves; and a T wave. The

P wave is caused by the electrical depolarization of the atria and the QRS complex

is caused by the depolarization of ventricles. The cause of lower-frequency T wave

is the electrical potential generated by the ventricles when they are recovering from

depolarization. During the depolarization of ventricles the blood is pumped out of

heart. The ventricles remain contracted until after repolarization, i.e., until after the

end of the T wave [3, 5].

5.4 Cardiac Pacemakers

A cardiac pacemaker is a device to regulate the heart beat by using electrical impulses.

The electrical impulses are delivered to the heart through an electrode. The primary

purpose of a pacemaker is to maintain an adequate heart rate. The first successful

implementation of a cardiac pacemaker was presented in 1958 [67]. A pacemaker is

shown in Figure 5.4a.

A pacemaker operates with a battery and utilizes the energy from the battery

to stimulate the heart. The stimulation of the heart occurs by generating pulses and

transferring those pulses to the heart through an implantable electrode catheter called

lead. The purpose of the lead connected between the heart and the pacemaker are

two-fold: i) The lead delivers the impulses from the heart to the pacemaker sensors,
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(a) An implantable pacemaker (b) Pacemaker implanted in human body

Figure 5.4: Implantable pacemaker: (a) out of body and (b) in body. (After [4]).

and ii) the lead delivers the pulse generated by the implantable pacemaker to the

heart (see Figure 5.4b).

5.5 Cardiac Signal Analysis and Event Detection

In cardiac signal analysis the signal is first filtered with respect to 50/60 Hz noise. Af-

terwards, the QRS complexes are identified according to specific pre-defined detection

rules. The detection is based on testing two or more hypotheses against each other,

e.g., if a QRS complex is present or not. The more likely hypothesis is chosen as the

outcome of the detection. Statistical information on the signal and noise properties

are used for setting the thresholds and in making decisions [68].

Two measures of the performance of a detector are probability of a missed detec-

tion (P
M

) and probability of a false alarm (P
F

). P
M

is defined as

P
M

=
N

M

N
T

+N
M

, (5.1)

where N
M

is the number of missed events and N
T

is the number of true events.

Likewise, probability of a false alarm is defined as

P
F

=
N

F

N
F

+N
T

, (5.2)
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where N
F

is the number of false events. In this thesis a digital implementation of an

R-wave cardiac event detector is used as one of the reference designs to demonstrate

and evaluate sub-threshold operation. The event detector is based on the concept of

wavelet filtering, which is explained next.

5.6 Wavelet Decomposition

In this section background information about wavelet decomposition is provided.

First, Fourier transform is introduced to point out its shortcomings for non-stationary

signals. Afterwards, basics of the Wavelet Transform are presented.

5.6.1 The Fourier Transform

The Fourier Transform (FT) is an integral transform that re-expresses a function in

terms of sinusoidal basis functions. The final result is expressed as a sum of sines

and cosines functions multiplied by amplitude coe�cients. For example, in signal

processing applications, a time domain signal is usually transformed into a frequency

domain signal [69]. The Fourier coe�cients are obtained by correlating the input

signal f(t) with a sinusoidal wave ejwt:

f(w) =

Z 1

�1
f(t)e�jwtdt. (5.3)

Equation (5.3) measures the amplitude of the signal f(t) at frequency w. This is

possible because FT of ejw0t is a Dirac function, i.e., 2⇡�(w � w
0

), in the frequency

domain.

One of the disadvantages of FT is that it only provides information about the

frequency content of the signal; that is, timing information of the signal is lost af-

ter transformation. This is illustrated in Figure 5.5. Figure 5.5 (a
1

) and (b
1

) show a

stationary and non-stationary signal, respectively. Stationary signal contains frequen-

cies 10, 25, 50, and 100Hz at any time instant; however, in the non-stationary signal

these frequencies occur at di↵erent time intervals. Although time domain signals are

di↵erent, their frequency spectra shown in Figure 5.5 (a
2

) and (b
2

) provide similar

information about the frequency distribution of the signal.

One solution to retain the time localization of a signal is to apply windowing

to decompose the signal f(t) into waveforms that are well localized in time [69].

However, using a windowed part of the waveform reduces the frequency resolution
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Figure 5.5: The Fourier transform of a stationary (a
1

) and a non-stationary (b
1

)
signal. (a

2

) and (b
2

) shows the FT of the signals (After [5]).
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as the number of samples are limited. The Wavelet transform solves this problem by

using basis functions that are well concentrated in both time and frequency.

5.6.2 The Wavelet Transform

The Wavelet Transform (WT) decomposes the analyzed signal into its components as

in the Fourier transform. Wavelet decomposition uses wavelets as the basis functions.

Wavelet functions may be finite and irregular in shape unlike the basis functions of

FT. Furthermore, unlike FT, the WT provides information about both the time and

frequency of the analyzed signal.

For the WT, a base wavelet, called the mother wavelet, is chosen. Using this base

function, the analyzed signal is decomposed into components appearing at di↵erent

scales. The continuous wavelet transform (CWT) of a function f(t) is given by

W
f

(⌧, a) =
1p
a

Z 1

�1
f(t) ⇤

✓
t� ⌧

a

◆
dt, (5.4)

where a is a positive number that defines the scale, ⌧ is any real number that defines

the shift,  (t) is the mother wavelet and ⇤ is the complex conjugate. Scaling in the WT

takes place by representing low frequencies by coarser scales, and higher frequencies

by finer scales [2, 5].

The CWT is highly redundant, thus, the scaling and shifting parameters may be

discretized according to a scaling grid. The most popular discretization approach is

dyadic scaling,

a = 2�j , ⌧ = k2�j , (5.5)

where j and k are integers. Introducing equation (5.5) into (5.4), the discrete wavelet

transform is obtained as

W
f

(j, k) = 2j/2
Z 1

�1
f(t) ⇤ �2jt� k

�
dt. (5.6)

Wavelet transformation of the previously shown non-stationary signal is presented

in Figure 5.6. It can be seen that both the frequency and timing information of

the analyzed signal is present. In our implementation of the cardiac event detector,

discrete wavelet transformation is used for QRS complex, more specifically R-wave

detection.
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Figure 5.6: A non-stationary (a) signal and (b) magnitude of its discrete wavelet
transform. (After [5]).

5.7 Digital Event Detector for Cardiac Pacemakers

This section presents the architecture of a 3-scaled wavelet filterbank, supplemented

with a generalized likelihood ratio test (GLRT). Furthermore, noise suppression e�-

ciency of the implementation is discussed. This implementation was realized at Lund

University [5] and is used as one of the benchmark designs throughout the thesis [6].

5.7.1 Implementation of the R-wave detector

To achieve a power-e�cient hardware mapping, short filters with integer values are

chosen, i.e., first order di↵erence, and the impulse response was chosen as a third or-

der binomial function. A more detailed description of the wavelet filterbank and the

GLRT is found in [70]. The implemented wavelet filterbank consist of three branches,

q = 2, 3, 4, that scale and filter the signal x(n) from the analog-to-digital converter,
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Figure 5.7: Parallel architecture of the wavelet filterbank and GLRT (After [6]).
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Figure 5.8: Data flow diagram of the first wavelet filterbank branch using Mallat’s
algorithm, (q = 2) (After [6]).

see Figure 5.7 and 5.8. The first biphasic branch realizes a straight-forward imple-

mentation as

F (z) = 1 + 3z�(q�1) + 3z�(2q�2) + z�(2q�1)

and

G
b

(z) = �1 + z�q.

Reusing G
b

(z) implements the monophasic filterbank using a single branch for one

scale factor and realizes the output of the filterbank. However, in order to center

the functions to the longest propagation delay in the third branch, it is necessary

to introduce additional delays in G
b

(z), see Figure 5.8. The impulse responses of

the filterbank are presented in Figure 5.9. It can be observed that the wavelet-based

structure o↵ers a high flexibility for various cardiac morphologies.

The decision signal T (n) is computed by the GLRT as

T (n) = xT (n)H(HTH)�1HTx(n). (5.7)
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Since xT (n)H = HTx(n), the remaining part of equation (5.7) to be implemented is

the multiplication by (HTH)�1, a matrix which is symmetric and sparse with half of

its elements equal to zero,

(HTH)�1 =

2

666666664

4.3 �2.8 0.7 0 0 0

�2.8 4.5 �1.8 0 0 0

0.7 �1.8 1.5 0 0 0

0 0 0 4.8 �2.3 0.6

0 0 0 �2.3 4.2 �1.4

0 0 0 0.6 �1.4 1.7

3

777777775

. (5.8)

The multiplication of y(n) with the first column of (HTH)�1 and the first element of

HTx(n) is carried out as depicted in Figure 5.10, where c
i,i

are elements of (HTH)�1

and y
3k+j

(n) the output of the filterbank. The schematic in Figure 5.10 represents

the block referred to as col i in Figure 5.7, which needs to be replicated six times to

realize the multiplication with the columns of the matrix (HTH)�1 in equation (5.8).

To simplify the implementation, the matrix coe�cients c
i,i

· · · c
i,i+2

are replaced with
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col i

c3k+3,i

Figure 5.10: Data flow diagram of a unfolded block in the GLRT.

rounded integer values, which did not degrade performance. Thus, the multiplications

are realized by shift-add instructions. Hence, the unfolded realization of the GLRT

requires six generic multipliers and 17 adders.

5.7.2 Hardware optimization

The architecture is optimized by register minimization, numerical strength reduction,

and internal word-length optimization. The outputs of the filter are bit-optimized by

tracing the maximum required word-length for full precision, when processing real-life

data from an electrogram (EGM) database. Thus, full dynamic range is sustained by

minimizing the internal word-length to 10 bits, which, in turn, results in narrower

adders and multipliers in the following GLRT [71,72]. The optimized design consists

of 8750 NAND2 equivalent gates and has a logic depth of 143 fan-out-of-four inverter

delays [6].

5.7.3 Detector Performance

The detector implemented in this study qualifies for pacemaker applications with reli-

able detection performance in noisy environments, validated on cardiograms recorded

and digitized during pacemaker implantation [73]. Detection performance is measured

by computing the probability of true detections (PD) and false alarms (PFA). A true

detection is defined as an event occurring within 50ms of the annotation, whereas

events outside this interval are declared as false alarms. All signals in the EGM

database (3200 events), are fed to the detector, and the detected events are classified

as PD and PFA. It is found that the detector has a PD of 0.997 and PFA of < 0.001,

which is rated as reliable performance. A typical input signal before the wavelet fil-

terbank and the decision signal of the GLRT are presented in Figure 5.11. The upper

pane shows a typical signal taken from the EGM database and fed to the circuit. To
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simulate a worst-case noise scenario, interference is abruptly added to the signal at

t
n

, which results in an exaggeratedly high disturbance level. The output of the GLRT

in the lower pane shows the e↵ectiveness of the noise suppression performed by the

filter. The highest peaks in the signal indicate cardiac activity, whereas the remaining

waves are treated as noise. The SNR improves dramatically, and cardiac activity is

detected by a programmable and dynamically updated threshold level.
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Figure 5.11: Upper Pane: Digitized pre-recorded cardiogram as subjected to the
event detector. Lower Pane: Output signal of the hypothesis test that is subject of
the threshold function.



Chapter 6

Process Selection for Energy

Minimization

Migrating the digital circuit designs to a smaller feature sized technology enable the

designers to lower the energy dissipation. It was suggested in [35] that migrating the

design from 250 nm node to 90 nm node for the same performance operation results in

61% energy dissipation reduction. In this analysis the e↵ects of variability in the sub-

threshold regime was not investigated. In [74] optimal process selection for di↵erent

applications in the sub-threshold regime was investigated. Five industrial processes

with feature sizes ranging between 250 and 65 nm were explored. However, foundry

supplied, free process options were not considered in the analysis. In this chapter,

contrary to the results presented in [74], we show that by employing correct process

options based on the required application performance, migrating to a smaller feature

sized technology is beneficial due to the reduced capacitance.

In our analysis we compared di↵erent CMOS technologies using foundry supplied

models for our operating frequencies of interest, i.e., 1 and 32 kHz, frequencies widely

used in biomedical applications. We investigated 180, 130, 90 and 65 nm process tech-

nologies with both standard, low-leakage (LL) and high-V
T

(HVT) options whenever

available. In our analysis no special techniques for leakage reduction such as power

gating or reverse body-bias are considered.

6.1 Examined Process Properties

For our analysis of optimal process selection for sub-threshold energy minimum opera-

tion, we examined processes with feature sizes between 180 and 65 nm. In our analysis

61
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Table 6.1: Extracted process parameters for process comparison. All the data pre-
sented was extracted by SPICE simulations using the foundry supplied model data.

Process n
n

n
p

I
0,n

(pA) I
0,p

(pA) C
inv

(fF) C
int

(fF)

180nm 1.291 1.532 3.545 4.844 5.9 4.5
130nm 1.416 1.518 20.297 32.621 2.14 1.84

130nm LL 1.467 1.545 0.923 3.098 2.14 1.84
90nm 1.273 1.414 909.949 1840.75 2.66 1.1

90nm LL 1.392 1.369 5.209 9.588 2.66 1.1
65nm LL-SVT 1.477 1.405 13.951 4.251 0.89 0.44
65nm LL-HVT 1.439 1.534 0.835 1.243 0.89 0.44

we also investigated the e↵ects of process options targeting low-power/low-energy ap-

plications on the energy profile of digital circuits. As our benchmark design, we used

the cardiac digital event detector for pacemaker applications presented in Chapter 5.

For the application of the energy model presented in Chapter 3 with di↵erent

manufacturing processes, multiple parameters need to be extracted. As explained in

Section 3.3, saturation o↵ current I
0

, sub-threshold slope n, and C
int

needs to be ex-

tracted from SPICE simulations. To extract these parameters, we implemented test-

benches for all the processes examined and fitted the results to the current equations

of NMOS and PMOS transistors. The results of data extraction for the examined pro-

cesses are presented in Table 6.1. When only standard process options are compared,

increase in the NMOS and PMOS saturation o↵ currents, i.e., I
0,n

and I
0,p

, respec-

tively, are observed. Furthermore, both gate (C
inv

) and internal (C
int

) capacitances

scale with the minimum feature size. One important thing that is easily noticeable in

Table 6.1 is the very high leakage current for both PMOS and NMOS transistor in the

90 nm regular process. According to the extracted data, migrating from the 130 nm

node to the 90 nm node results in leakage current increase by a factor of 45 and 56 for

NMOS and PMOS transistors, respectively. Furthermore, it is obvious that during

the process development, 90 nm node was not optimized for low-power/low-energy

applications. Contrary to what is expected, the low-leakage (LL) process option for

the 90 nm node leaks more than the LL standard V
T

(SVT) option of the 65 nm node.

6.2 Model Validation

The energy model presented in Chapter 3 is validated against SPICE simulations

using ISCAS85 benchmark circuits. Simulations are run for 1000 cycles with ran-
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cesses.

dom input data for three discrete sub-V
T

operating voltages, i.e., 0.1V, 0.2V and

0.3V. The same random data input is also used in the switch level simulations and

the energy dissipation values obtained using the model are compared to the SPICE

level results. The total error for all the ISCAS85 benchmark circuits for di↵erent

processes in box-plot format is shown in Figure 6.1. From the comparison, it is com-

puted that the mean error values are �0.71, �0.35, �1.48, 0.61 for 180, 130, 90 and

65 nm processes, respectively. As shown in Figure 6.1, with smaller feature size the

first quantile error boundaries increase, but are still below 6% error. The simulation

time of the proposed model is on average 270X times faster compared to SPICE

simulations [33]. Thus, it is proven for di↵erent processes that the proposed model is

o↵ering high accuracy at a short simulation time, making it highly e�cient for high

level architecture/process exploration for sub-V
T

operation.

6.3 E↵ects of Process Variation in Sub-threshold

Regime

Semiconductor fabrication like all the manufacturing processes is subject to both

random and deterministic process variations. The e↵ects of process variation has
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been studied extensively in the literature and they may be grouped into global and

local variation [75].

Global variation e↵ects all the devices on a single die equally and results in device

characteristic variations between the dies. On the other hand local variation a↵ects

the devices on the same die and consists of both random and systematic components.

In this part, the e↵ects of the random threshold voltage (V
T

) variation on the circuit

operation in the sub-threshold regime will be shown.

In probability and statistics, the log-normal distribution is defined as the prob-

ability distribution of any random variable whose logarithm is normally distributed.

The log-normal distribution occurs frequently in sub-threshold circuit design due

to the fact that the current depends exponentially on V
T

and it is assumed that

V
T

is normally distributed in local process variation. A basic definition of the log-

normal function is given in Appendix B. As sub-threshold current depends on the

V
T

exponentially, the sub-threshold current and parameters that have a first order

relationship with the sub-threshold current, such as leakage energy and circuit delay,

show a log-normal distribution under the assumption of normal distribution of V
T

mismatch.

The delay variation of a single inverter from a standard cell library in a 0.18µm

process is shown in Figure 6.2. The data for the delay variation is gathered from

1000 point Monte Carlo simulations. As it is seen from the figure, the delay varia-

tion is minimal at the nominal supply voltage of the process (VDD=1.8V) and has

a Gaussian distribution as expected. On the other hand, in the sub-threshold oper-

ating regime, the delay has a log-normal distribution with a long tail on the right

(VDD=0.3V). This kind of distribution curve implies that the below average delays

deviate slightly from the expected value while above average delays can be as high

as several times the mean.

For comparing the e↵ects of supply voltage scaling on the circuit performance

parameters, the coe�cient of variation is a better metric. The coe�cient of variation

(CV) is defined as the measure of dispersion of a probability distribution and it is

defined as the ratio of the standard deviation to the mean and is given by

c
v

=
�

µ
. (6.1)

The CV for various supply voltage values is shown in Figure 6.3. The sub-threshold

operating regime is easily distinguishable on the figure for the supply voltage val-
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Figure 6.2: Comparison of the delay times for a single inverter under V
T

varia-
tion. The variation of the average delay is gathered from SPICE level Monte Carlo
simulations.

ues less than or equal to 0.4V. Above 0.4V, the delay distribution is Gaussian and

dispersion is considerably less than the sub-threshold supply voltages.

From the above analysis it is concluded that for reliable operation in the sub-

threshold regime, synchronous circuits must be over designed by a huge margin com-

pared to the above-threshold operation. On the other hand, asynchronous circuits

are insensitive to process variations. For an asynchronous system, a job duration is

irrelevant because the completion of operation is signaled to the following modules

by the previous ones. So for better reliability and yield, asynchronous operation is a

strong candidate for sub-threshold operation.
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CMOS process.

In Figure 6.4 the energy dissipation overhead due to operating at a lower fre-

quency for realizing higher yield (95%) for the ISCAS85 benchmark circuits is shown.

Lowering the operation frequency for higher yield results in higher leakage energy,

and moving away from the energy-minimum operating point. From the SPICE sim-

ulations, we found that the energy penalty for targeting a higher yield can be up to

40.8% with respect to the typical operation case on the ISCAS85 benchmark circuits.

6.4 Process Variation in Modern Technologies

In modern nanometer technologies random dopant fluctuation (RDF) and global pro-

cess variations are the dominating e↵ects. Both e↵ects result in shifts from the nom-

inal threshold voltage. Due to the fact that sub-threshold drain current depends on

the threshold voltage exponentially, any change in the threshold voltage dominates

other process variation e↵ects in the sub-threshold regime.
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Figure 6.4: Energy overhead due to operating the sub-threshold circuits for func-
tionally correct operation with a 95% yield.

Local process variations during the manufacturing of the circuit, such as geo-

metric variations, are overpowered by the change in the threshold voltage. For ex-

ample, short-channel e↵ects like drain induced barrier lowering (DIBL) and their

e↵ects on the performance and reliability of sub-threshold digital circuits are less

pronounced [42].

As previously shown in Section 6.3, sub-threshold circuits are more susceptible

to random process variations than their above-threshold counterparts. In some cases,

these random process variations cause functional failure. Functional failure of the

static CMOS circuits due to the random process variation, i.e., threshold voltage

variation, may be investigated using the static noise margin values derived from the

voltage transfer characteristic (VTC) curves of digital gates.

To investigate the functional failure of digital gates, we simulated digital gates in

di↵erent processes following the methodology described in [7] and [43]. The method-

ology is based on calculating the static noise margin (SNM) of the SRAM cells using

butterfly plots. Butterfly plots for two gates are formed by superimposing the VTC
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Figure 6.5: Static noise margin testbench for failure rate simulations.
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Figure 6.6: SNM testbenches for automatic extraction of SNM values (After [7]).
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options and bottom pane shows the standard process (SP) failure rates.

of one gate over the mirrored VTC of the other. This formation simulates whether

a logic level can be regenerated in case these two gates are in a logic path one af-

ter another. A sample testbench which includes the static-noise sources is shown in

Figure 6.5. To simulate the scenario that di↵erent gates are connected in back-to-back

fashion, testbenches for extracting the SNM data automatically are set, following the

simulation method in [7] (see Figure 6.6). In this simulation method, SNM square

diagonals are calculated by rotating the voltage axes by 45 degrees. In the rotated

plane the diagonal of the SNM square for any voltage is calculated by subtracting

one VTC curves from the other. If the calculated value is negative, for that specific

supply voltage value SNM is negative, and thus the logic value cannot be regenerated.
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We extracted the SNM failure rates of the gates from 10k-point Monte Carlo

simulations. For each process the simulations are run for supply voltage values which

are varied between 0.1V and 0.35V with 25mV steps. Simulated functional failure

rates are presented in Figure 6.7. In this figure simulation results for NAND2-NOR2,

NAND3-NOR3 and NAND4-NOR4 pairs are shown. Only operating points with SNM

failures are marked. Supply voltage values which realize operation with less than 0.001

failure rate are taken as the minimum reliable operating voltage in our calculations

during the rest of this thesis. From Figure 6.7, it is seen that with smaller sized

technologies reliable operating voltage increases as expected. It is also noticeable from

the figure that special low-power/low-leakage process options have higher failure rates

at a given voltage or higher reliable operating voltage.

We also investigated the e↵ects of process variation on gates with di↵erent num-

ber of transistors. For this study, we simulated the failure rates of NAND2-NOR2,

NAND3-NOR3 and NAND4-NOR4 gate pairs in separate testbenches. The results

of the simulations are presented in Figure 6.8. From the figures, it can be seen that

NAND3-NOR3 pair have the highest failure rate for all the processes for varying

supply voltage values. We concluded that this occurs because NAND3-NOR3 pair

has lower voltage headroom per transistor than NAND2-NOR2 pair. Furthermore,

although NAND4-NOR4 pair has the lowest voltage headroom per transistor, be-

cause of the number of increased devices, e↵ects of random variation are more evenly

spread, resulting in a peak in failure rates for NAND3-NOR3 gates. Another inter-

esting observation from the simulation results is that by employing only higher fan-in

gates in 65 nm process, i.e., NAND4-NOR4, it is possible to reduce the reliable oper-

ating voltage down to 200mV. This reduction is important for circuits that have their

energy-minimum operating voltage (EMV) lower than the reliable operating voltage

or for circuits that are constrained by an external operating frequency, as will be

explained in next section.

6.5 Process Comparison

In sub-V
T

circuits, EMV depends on the circuit components and process properties

according to equation (3.15). The EMV imposes a corresponding clock frequency of

the circuit which is not always practical, if the required clock frequency is dictated

by external design constraints. Operating at any supply voltage value other than the

energy-minimum voltage results in energy dissipation overhead. In Table 6.2, EMV,

operating frequency, and the leakage current of the cardiac event detector synthesized
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Figure 6.8: Error of the high-level energy dissipation model across di↵erent pro-
cesses. (a) NAND2-NOR2, (b) NAND3-NOR3, and (c) NAND4-NOR4 pair errors
are shown.
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Table 6.2: Supply voltage, operating frequency and the leakage current of the cardiac
event detector at EMV.

Process VDD (V) f
max

(kHz) Leakage (nA)

180nm 0.34 49.3 142.1
130nm LL 0.32 13.7 24.2
90nm LL 0.29 58.7 84.3

90nm LL-HVT 0.30 29.2 44.4
65nm LL 0.30 165.3 136.7

65nm LL-HVT 0.31 24.8 15.5

in di↵erent technologies are shown. It can be seen that at EMV, all the operating

frequencies are much higher than our low-end frequency of interest, i.e., 1 kHz.

In [74], optimal technology selection for sub-V
T

operation was investigated based

on the required clocking frequency and the duty cycle of the circuit. Authors con-

cluded that for low-frequency and low duty cycle operations, older technologies are

optimal in terms of energy dissipation. However, only standard threshold voltage

technologies were considered. Almost all the smaller feature sized technologies, i.e.,

130 nm and below, come with LL process options. The drawback of LL and HVT

technologies is the speed penalty. Nevertheless, biomedical applications usually have

a low requirement on processing speed, which in turn makes LL and HVT technologies

a favorable process choice. Therefore, from now on, in this chapter only technologies

with LL and/or HVT feature will be considered for analysis.

Structure of a design is captured in the sub-threshold energy model by k
cap

, k
crit

,

k
leak

. The mean µ
e

of the switching energy distribution in equation (3.3) depends

on the data processed by the circuit, and varies insignificantly across technologies.

These small variations are due to minor energy characteristic di↵erences imposed by

varying properties of leaf cells in di↵erent technologies. Moreover, since all k values

are normalized to a basic inverter in a library, EMV varies insignificantly across

technologies if the circuit structure is not changed. The sub-threshold slope factor n

is the main parameter that changes the optimum supply voltage across technologies.

In the technologies examined we found that n varied between 1.38 and 1.49 which

resulted in changes in the optimum supply voltage from 0.29V to 0.34V (Table 6.2).

For a sub-threshold digital circuit that is integrated in a large system, there are

three operating cases based on the operation frequency. When the system frequency

is equal to the operating frequency of the sub-threshold circuit at EMV, then energy-

minimum operation is realized working at the energy-minimum supply voltage. In
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Figure 6.9: Energy dissipation change for varying supply voltages across technology
nodes, f=1 kHz.

case where the required operating frequency is higher than the frequency at EMV of

the circuit, operating voltage is increased according to equation (3.17) to match the

required frequency of operation. If the circuit needs to operate at a lower speed than

imposed by EMV, the supply voltage needs to be set to the maximum of either [76]:

• supply voltage which the circuit operates at the required frequency

• supply voltage that satisfies a defined failure rate in ultra-low voltage operation

mode.

The energy curves of the R-wave event detector for the examined processes are

presented in Figure 6.9. On the curves, EMVs are marked with triangles. However, the

external clock frequency of the event detector is lower than the maximum operating

frequency at EMV. Thus, operating the cardiac event detector at the optimum voltage

is not beneficial due to the excessive leakage energy as leakage energy scales with the

operating voltage for a fixed frequency. This case, i.e., circuit operating at a externally

set fixed clock frequency, is illustrated by over-plotting equation (3.16) in Figure 6.9.
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While operating at a frequency lower than the EMV frequency, the circuit should

be operated at a supply voltage that is adequate to both the clock speed and the

reliability requirements. The supply voltages and their respective energy dissipation

values that satisfy a 1 kHz clock are indicated by squares in Figure 6.9. Furthermore,

due to ultra-low voltage operation, SNM degrades sharply with lower supply voltages,

imposing a higher reliable operating voltage. The operating points for 1 kHz operation

when reliability is taken into consideration are marked with dots. For 180 and 130 nm

processes, the supply voltages that corresponds to a 1 kHz clock are higher than the

reliable operating voltages. However, for 90 and 65 nm processes, the supply voltages

that satisfy reliability is higher than 1 kHz operation voltage. Although the system

clock frequency is fixed at 1 kHz, these higher supply voltages are used to satisfy the

reliability criterion. These non-optimal operating points result in excessive energy

dissipation in 90 and 65 nm processes, and, thus, the operating points move o↵ from

equation (3.14) curves to equation (3.16) curves.
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Table 6.3: Supply voltage and energy dissipation across processes for di↵erent op-
erating frequencies.

1 kHz 32 kHz

Process V
DD

En. (pJ) V
DD

En. (pJ)
180nm 0.17 24.5 0.32 4.5

130nm LL 0.20 5.6 0.36 2.5
90nm LL-HVT 0.23 10.8 0.31 1.9
65nm LL-HVT 0.25 4.4 0.32 1.1

We also studied the operation of the cardiac event detector at a higher frequency,

i.e., 32 kHz. Figure 6.10 shows how the operating points change if the clock frequency

is increased from 1 kHz to 32 kHz. As reference, 1 kHz operating points from Figure 6.9

are marked as well. While operating at 32 kHz, the operating point voltage is higher

than the reliable operation voltage for all processes. Thus, all operating points are

located on the energy curves plotted with equation (3.1), unlike the 1 kHz case. An

increase of the clock frequency from 1 to 32 kHz, requires a higher supply voltage.

This results in higher switching energy dissipation. However, due to the fact that the

leakage time is reduced by a factor of 32, total energy dissipation decreases.

6.6 Discussion

Table 6.3 presents the operating points that realize the lowest energy operation across

technologies for 1 and 32 kHz operation while satisfying the reliability constraint.

Energy dissipation is reduced by 21.4% and 42.1% for 1 and 32 kHz clock frequency,

respectively. These reductions are realized by migrating from 130 to 65 nm and 90 to

65 nm, for 1 and 32 kHz operation, respectively. In our analysis it is found that even

though 90 nm process o↵ers LL-HVT option, the leakage current is still higher than

130 nm LL and 65 nm LL-HVT processes. Hence the investigated 90 nm LL process is

unattractive for low-speed, low-energy applications. Furthermore, the analysis shows

that if smaller process nodes are well-tuned for low-leakage operation, migrating to

smaller technologies is beneficial as the energy curves in Figure 6.10 shift according

to C
inv

in equation (3.14), which scales with the technology feature size.
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6.7 Conclusions

In this chapter we presented the optimal process selection for a real world circuit

implementation working in the sub-threshold regime. Unlike the optimal process se-

lection for sub-V
T

studies published before, we show that with special low-power

process options, which are available for 130 nm and below technologies, it is benefi-

cial to migrate to smaller feature sized technologies as the energy dissipation curves

shift with technology scaling. The energy dissipation reduction of the digital cardiac

event detector is confirmed for a corner case operation of 1 kHz, where migrating tech-

nologies results in 21.4% energy dissipation reduction even when taking the reliability

into consideration. For 32 kHz operation, technology migration results in 42.1% en-

ergy e�ciency improvement. For higher speed operation, technology migration is still

expected to enhance energy e�ciency if designs are operated at their EMVs under

reliability constraints, as for a design, energy curves for di↵erent technologies shift

according to the basic capacitance value, i.e., gate capacitance of an inverter.



Chapter 7

Energy Reduction by Hardware

Optimization

This chapter presents hardware and design structure oriented energy reduction tech-

niques for sub-threshold circuits. First, common practices such as pipelining and

parallelism are evaluated for synchronous and asynchronous operations. Afterwards,

a digital signal processing (DSP) oriented technique, i.e., folding, is applied to the

basic digital cardiac event detector circuit for reducing leakage while operating at

frequencies lower than the EMV frequency.

7.1 Basic Architectural Improvements

In this section basic architectural improvements such as parallelism and pipelining

is investigated for their energy e�ciency in the sub-threshold regime for both syn-

chronous and asynchronous operations. During the application of the energy model to

parallel and pipelined cases, we focused on direct transformations from synchronous

design to asynchronous design.

7.1.1 Parallelism

A parallel architecture is presented in Figure 7.1. Parallelism has been used in above-

threshold logic circuits for either improving the throughput, or for reducing the energy

dissipation by trading the throughput improvement for lower supply voltage, hence

lower power consumption [77]. In this section, we study the e↵ects of parallelism

on the operation of synchronous and asynchronous circuits. Our study in parallel

77
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Figure 7.1: Parallel system that consist of N copies of the same logic function
running in parallel.

architectures focuses on so-called embarrassingly parallel operations that runN copies

of the same logic function in parallel.

Assuming the parallelizing energy dissipation overhead, such as multiplexers/de-

multiplexers, is negligible compared to the energy dissipation of the main logic block,

the asynchronous parallellized energy equation for one observation frame is defined

as

E
T

= Mµ
e

k
cap�logic

C
inv

V 2

DD

parM

+Mk
leak

I
0

V
DD

parM

T
ref

, (7.1)

where M is the degree of parallelization (number of parallel blocks), and T
ref

is the

observation frame for the reference case. During this time frame, M computations

take place, hence the throughput is improved by a factor of M . By dividing equa-

tion (7.1) by M , energy dissipation per copy of the logic block is found. It is easily

seen that the resulting equation has the same form as (3.5) and the energy-minimum

operating voltages are the same as equations (3.13) and (3.15) for the asynchronous

and synchronous cases, respectively. This means, regardless of the number of parallel

copies of the same circuit, energy-minimum operating voltage of M copies of the same

circuit is fixed and equal to the single copy case.

As a di↵erent case, the voltage may be lowered so that the throughput is fixed

to that of a single block for M copies, resulting in energy sub-optimal operation. For
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this case the open form of timing relation in terms of the new and reference supply

voltage is given by

k
crit

C
inv

V
DD

parM

I
0

e
V

DD

parM

/(nU

t

)

= Mk
crit

C
inv

V
DD

I
0

eVDD

/(nU

t

)

. (7.2)

Solving (7.2) for V
DD

parM

we find the new supply voltage that realizes the same

throughput for M parallel copies of the circuit as

V
DD

parM

= �nU
t

W�1

"
�MV

DD

e�V

DD

/(nU

t

)

nU
t

#
. (7.3)

If the same procedure is followed for the calculation of the reduced voltage for

synchronous operation as well, the same result as in (7.3) is found. To be able to

see the e↵ects of parallelization on the energy dissipation of both synchronous and

asynchronous operation, the switching/delay distribution mean is fixed to a value,

and a↵ects of changing the supply voltage is observed. During the calculations, a

communication overhead of two-tenth of the critical path of the main circuit for

asynchronous operation is assumed. For the asynchronous and synchronous cases,

the e↵ects of parallelism are shown in Figure 7.2.

As it is clear from the plots, parallelism do not reduce the energy per operation

for both the asynchronous and synchronous cases. In the ideal case without any par-

allelism overhead, the energy-minimum operating point moves but still results in the

same minimum energy dissipation. This comes from the fact that while reducing the

voltage for trading the throughput for lower energy dissipation, delay of the circuits

increase exponentially and the parallelization and supply voltage reduction only re-

sult in the shifting of the energy-minimum operating point to higher voltage values.

Shifting of the optimum operating voltage to higher values comes from the fact that

the leakage energy increases more than the switching energy with parallelization, and

the optimum operating point for the system moves to a relatively faster operating re-

gion. Based on the presented results, the benefit of parallelization in the sub-threshold

regime is to increase the throughput. Once the energy-minimum operating voltage

of the circuit is known, the structure may be parallellized to increase throughput.

This technique was employed by Sze et al. in Ref. [78] for realizing a UWB baseband

processor operating with a supply voltage of 0.4V.

Compared to the parallellized case, the energy dissipation reduction due to the

asynchronous operation for di↵erent levels of parallelization is the same regardless

of the number of parallel blocks for a fixed communication overhead making asyn-
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Figure 7.2: E↵ects of parallelism on the energy dissipation.

chronous sub-threshold operation more energy e�cient for the required throughput.

It should be emphasized that, if asynchronous operation specific techniques, such as

parallel (wagging) FIFOs [52,79] are used during the implementation, further energy

reduction in sub-threshold operation is possible.

7.1.2 Combinational Logic Only Pipelining

Another widely used architectural improvement to either improve throughput or to re-

duce energy dissipation is pipelining, see Figure 7.3. In this section e↵ects of pipelining

on energy dissipation of sub-threshold operation will be analyzed. As in the previous

section, we will focus on direct architectural transformations. During our simulations
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Figure 7.3: Pipelined system with a pipelining level of N .



7.1 Basic Architectural Improvements 81

 0.01

 0.1

 1

 0.1  0.15  0.2  0.25  0.3  0.35  0.4

N
or

m
al

iz
ed

 E
ne

rg
y 

D
is

si
pa

tio
n

Supply Voltage (V)

Type / Pipelining Level
Synchronous

Asynchronous
1
2
4
8

16

(a) Without pipelining overhead.

 0.01

 0.1

 1

 0.1  0.15  0.2  0.25  0.3  0.35  0.4

N
or

m
al

iz
ed

 E
ne

rg
y 

D
is

si
pa

tio
n

Supply Voltage (V)

Type / Pipelining Level
Synchronous

Asynchronous
1
2
4
8

16

(b) With pipelining overhead.

Figure 7.4: Energy dissipation for di↵erent levels of pipelining: (a) Without and (b)
with pipelining overhead.
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we employ the same memory elements, D type flip-flops in our case, for both syn-

chronous and asynchronous operation. Latches, which are usually used as memory

elements in asynchronous design increase the energy e�ciency of asynchronous de-

signs when compared to flip-flop based synchronous design. Although latches may

also be used for synchronous design as well, their inclusion in the design is costly

in terms of design and verification time and is not the common practice. To be able

to investigate the improvement in energy dissipation solely due to the average-case

performance property of asynchronous operation and not to give asynchronous design

an unfair advantage, we will assume that same type of memory elements are used for

pipelining for both cases.

Unlike employing parallel copies of the circuit, the hardware overhead due to

the pipelining is not negligible and needs to be included in the energy dissipation

equations. The hardware overhead in pipelining is due to the sequential elements

for dividing the circuit into equal-delay parts and their related routing capacitance.

In our analysis we will only include the extra switched capacitance of the memory

elements. Following the pipelining analysis methodology presented in [80] for above-

threshold operation and adapting it for sub-threshold operation, the asynchronous

energy dissipation for a single computation with a pipelining level of N is defined as

E
T

= C
inv

V 2

✓
µ
e

k
cap�logic

+ µ
e

Bk
cap�flop

N⇢

+
k
crit

N
(k

leak

+Bk
leak�flop

N⇢)(µ
d

+ k
comm

o

h

)

◆
,

(7.4)

where B is the word-length of the circuit, k
cap�flop

is the extra capacitance factor due

to a single memory element, k
leak�flop

is the average leakage factor of a single memory

element and ⇢ is the memory element growth factor that is super-linearly proportional

to the pipelining depth N [80]. If the number of memory elements grow linearly with

the number of pipelining stages, ⇢ is set to 1. However, it was shown in [81] that

the number of memory elements grow super-linearly with increasing pipelining, so in

our analysis we will assume that ⇢ = 1.2. It should still be noted that ⇢ parameter

depends on the circuit structure and is a design-specific parameter.
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Applying the same methodology to the synchronous case, we get the synchronous

pipelined energy dissipation as

E
T

= C
inv

V 2

✓
µ
e

k
cap�logic

+ µ
e

Bk
cap�flop
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+
k
crit

N
(k
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◆
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(7.5)

In equations (7.4) and (7.5), k
cap�flop

and k
leak�flop

are estimated from the stan-

dard cell library specifications. Calculations for both synchronous and asynchronous

pipelining cases with and without the overhead due to the sequential elements are

presented in Figure 7.4. The following deductions from the calculations and the figure

are made:

• Although significant energy reduction is realized for synchronous operation

without overhead, when the overhead is included in the calculations energy

dissipation reduction is marginal.

• Asynchronous operation benefits from pipelining more than the synchronous

operation, and in the 0.18µm CMOS technology, the limits of pipelining is set

by the lowest working voltage of the sequential elements.

Furthermore, the energy reduction of asynchronous operation with respect to the

synchronous operation for di↵erent levels of pipelining for changing switching/delay

probabilities is analyzed. The results of the analysis are presented in Figure 7.5. The

top curve in the plot shows a pipelining level of 16. By employing pipelining at this

level, an energy reduction of up to 49% may be realized with respect to synchronous

operation. For switching/timing coe�cients greater than 0.9, energy dissipation of

asynchronous operation is higher. Higher energy dissipation is due to increased leakage

energy which is a result of the asynchronous communication overhead. An analysis

for the optimum pipelining for di↵erent switching/delay probabilities of the circuit is

performed. The results of the analysis are shown in Figure 7.6. For the calculations

in Figure 7.5, the same level of pipelining was applied to both synchronous and

asynchronous operation at a specific switching/delay mean. On the other hand, for the

results shown in Figure 7.6, minimum energy pipelining level and respective energy

dissipation for a specific switching/delay mean is calculated for both synchronous and

asynchronous operations separately and the obtained results are compared. As it is

seen from the figure, asynchronous operation may realize an energy reduction of up

to 47% with respect to the synchronous operation with optimal pipelining.
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Similar numerical simulations were run for a relatively bigger system. The simu-

lated system consist of 25000 NAND2 equivalent gates. The energy dissipation and

energy-delay product (EDP) of the system for both synchronous and asynchronous

operation for changing pipelining levels are calculated. The results are shown in

Figure 7.7. Optimum pipelining depth for synchronous and asynchronous minimum

EDP is di↵erent, i.e., 3 and 4 levels, respectively. One important thing that should be

noted is that although there exists a minimum energy operation pipelining level for

the synchronous case, for the asynchronous case no such limit exists and even lower

minimum energy dissipation occurs with increasing pipelining level. If synchronous

and asynchronous operations are compared for their energy e�ciency and EDP at

their minimum EDP points, asynchronous operation dissipates 41% less energy for a

32% lower EDP.

We investigated the energy dissipation reduction due to pipelining for real world

applications on the benchmark designs. The energy dissipation values for unpipelined

and for pipelined cases are shown in Figure 7.8. Energy dissipation values in the
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pipelined structure represent the dissipation at the optimal pipelining level for mini-

mum energy operation. The unpipelined architecture has flip-flops at the output pins,

hence the energy dissipation di↵erences when compared to Figure 4.3b. The word-

length value (B) is chosen as the minimum of number of input pins, number of output

pins, or the number of flip-flops that have a total capacitance of 25% of total switched

capacitance of the purely combinational logic block. A value of 25% is chosen based

on the complex industrial circuits and taken from [80]. The word-length values used

in the computations and the percentage of the energy dissipation reduction are given

in Table 7.1. The reduction values given relative to the unpipelined cases for syn-

chronous and asynchronous operations separately. One thing that should be noted

from Figure 7.8 is that for all the reference designs, unpipelined asynchronous energy

dissipation is lower than the synchronous energy dissipation for both pipelined and

unpipelined cases. By applying pipelining on asynchronous circuits, even lower energy

dissipation is achieved.
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Table 7.1: Word-length values used in the calculations and energy reduction due to
pipelining.

Energy reduction (%)
Testbench Word-length B Synchronous Asynchronous

c499 14 18.6 7.7
c880 14 0.8 1.3
c1355 15 16.2 4.9
c1908 10 15.0 15.8
c2670 22 9.8 11.0
c3540 22 3.3 13.6
c5315 52 5.9 10.8
c6288 32 15.1 25.5
c7552 62 1.1 13.7

7.1.3 Pipelining for Register Heavy Circuits

In this section e↵ects of pipelining on the cardiac event detector that has been de-

scribed in Chapter 5 is investigated. The gate composition of the event detector

includes substantial amount of registers, see Table 7.2. According to the synthesis

results presented in the table, leakage contribution of the combinational gates and

registers are almost equal at 50.23% and 49.77%, respectively.

For circuits that consist of a high number of registers, instead of assuming linear

division of the circuit critical path by equally spaced pipeline stages with super-

linearly increasing number of registers as in the previous section, an incremental

methodology is followed. Both switching and leakage overhead due to the extra regis-

ters are added to the starting case based on the pipelining level. The architecture of

the circuit on which pipelining in di↵erent levels is applied is presented in Figure 7.9.

During the first step of our pipelining exploration, we implemented the register

banks to divide the critical path of the circuit into shorter paths. Using this man-

ual pipelining technique we generated and synthesized three di↵erent architectures.

Table 7.2: Composition of the cardiac event detector in terms of combinational logic
gates and registers.

Logic element kLeak Area

Register 6987.74 5670.60
Combinational 7053.26 8578.44

Total 14041.00 14249.04
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Figure 7.9: Parallel architecture of the wavelet filterbank and GLRT. Manually
placed pipeline stages are shown.

These architectures are created by adding pipelining registers to the circuit shown in

Figure 7.9. In the first architecture only one pipelining stage is used, that is between

q = 2 and q = 3 banks. The second architecture in addition to the first, includes

another pipelining stage between q = 3 and q = 4 filter banks. This also necessitates

adding another pipelining stage at the y
1

and y
2

outputs of the q = 2 filter bank.

Third implementation with three main pipelining stages is similar to the previous

ones and another register set is inserted at the output of q = 4 bank. To be able to

equalize the delay of the data to the GLRT block, a new set or equalization registers

on y
1

, y
2

, y
3

and y
4

signals, which are going into the GLRT block, are inserted.

In the second phase of our pipelining exploration, we employed di↵erent pipelining

options of the digital circuit synthesis engine. For synthesis we used Synopsys De-

sign Compiler (DC). DC o↵ers three main methods for optimizing the critical path

of the circuit. These methods from [82] are pipeline_design, balance_register

and optimize_registers. As pipeline_design method is only applicable to purely

combinational circuits such as ISCAS85 benchmark circuits, we employed dif-

ferent combinations of balance_register and optimize_registers commands.

optimize_registers command optimizes timing (for a given specification) and area

(minimizes the registers) and introduces registers to the design whenever necessary.

On the other hand balance_registers command moves existing registers to realize

a shorter critical path and balancing the pipeline stages. In this last method no area

minimization is performed.

Using di↵erent combinations of the synthesis engine pipelining commands, three

di↵erent circuit designs were created:
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• onlyBalReg: Only balance_registers command is used to optimize the tim-

ing.

• pipedOptReg: Only optimize_registers command is used for timing opti-

mization.

• pipedBalReg: First optimize_registers command is run followed by

balance_registers.

Following the synthesis of all di↵erent versions of the event detector, data extrac-

tion and simulations as explained in Section 3.3 are applied to all the designs. K-

parameters and switching properties of the circuits are presented in Table 7.3.

Using the design data presented in Table 7.3, energy estimation model is applied

to all the architectures, and their energy profiles are generated. The results are pre-

sented in Figure 7.10. Analyzing the simulation results in the figure and the table,

we found that manual pipelining results in mediocre energy dissipation reduction

when compared to the synthesis tool based results. The greatest energy dissipation

reduction is realized by the pipedOptReg circuit followed by pipedBalReg and only-

BalReg. So it may be concluded that for optimizing timing and register usage of the

sub-threshold digital circuits, synthesis tools may be used reliably and they perform

better than manually pipelining circuits.

To view the e↵ects of changes made to the cardiac event detector circuit in a

compact way, we may visualize the circuits in terms of their normalized k
Leak

k
Crit

and µ
e

k
Cap

parameters. These values are normalized to the basic architecture, i.e.,

unpiped circuit. Normalizing these values and plotting them as in Figure 7.11 gives

quick insight into the results of the optimizations. Lines x = 1, y = 1 and y = x

are added as references. µ
e

k
Cap

and k
Leak

k
Crit

represent the switching energy and

leakage energy components of the energy profile, respectively.

Table 7.3: Composition properties of multiple versions of pipelined circuits.

Circuit kCap kLeak kCrit µ
e

pipe1 18022.6 14121.8 462.8 0.33
pipe2 18153.7 14384.3 389.9 0.30
pipe3 18377.2 14843.5 380.8 0.29

pipedBalReg 18752.4 15356.9 229.4 0.27
pipedOptReg 17216.0 12460. 283.5 0.29

unpiped 17979.3 14041. 519.0 0.34
unpipedBalReg 18883.8 15676.3 219.4 0.28
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Figure 7.10: Energy curves for di↵erent pipelining levels.

In Figure 7.11 any value greater than 1 means that the modification resulted in

overhead. For example, if the normalized k
Leak

k
Crit

parameter of a design is greater

than 1, this means for the same operating voltage leakage energy of the modified

design is greater. Furthermore, y = x line is used to deduce whether the modification

resulted in lowering the energy-minimum voltage or not. Energy optimum voltage

from Chapter 3 is

V
opt�sync

= 2nU
t

� nU
t

W�1


�
2e2k

cap�logic

µ
e

k
crit

k
leak

�
. (7.6)

Due to the properties of the LambertW function, as the ratio of
µ

e

k

Cap

k

Leak

k

Crit

increases,

energy-minimum operating voltage shifts to a lower value due to higher relative

switching energy. This case is shown in the plot by the region over y = x line. In

Figure 7.11 all the pipelined designs are above the y = x line, thus have lower EMV

than the unpiped version, as already illustrated in Figure 7.10. Furthermore, being on

the upper region of y = x line signifies that the new architecture has a higher switch-
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Figure 7.11: Pipeline comparison based on normalized kFactors with normalized
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ing/leakage energy ratio when compared to the reference design. Normalized equal

energy contours are plotted in the figure to show the change of energy e�ciency with

the change in circuit parameters. From the figure the e↵ects of incremental changes

to the reference design may be visualized.

7.2 Architectural Folding

In this part of the thesis architectural folding for reducing the energy dissipation of

the cardiac pacemaker event detector is examined. Initially, both the wavelet filter-

bank and the GLRT in Figure 7.9 were folded. However, for the wavelet filterbank it

turned out that the controller and register overhead were larger than savings achieved

by reusing the adders. Consequently, only the GLRT is mapped as a by three and six

folded architecture, i.e., the unfolded GLRT in Figure 7.9 is replaced by the architec-

ture in Figure 7.12. In Figure 7.12 folding by three is illustrated. The output y
1

· · · y
6

of the wavelet filterbank is subjected to a block called Column Multiplier (CM). This

block realizes concurrently the multiplications by c
i,i

· · · c
i,i+2

, and holds the products
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Figure 7.12: Folded by three architecture of the GLRT.

for several clock cycles until processed by the folding unit. Folding of CM leads to an

area overhead since the coe�cients are integer values. The de-multiplexers receive a

control signal from a controller and switch the products to the adders, and switches

y
1

· · · y
6

, correspondingly. The arrangement in Figure 7.12 realizes the folded by three

version of the unfolded structure presented in Figures 5.7 and 5.10. The HW cost of

the folded architectures are listed with the unfolded realization in Table 7.4. The

numbers show clearly the gain in area, i.e., the area cost for GLRT in PF3 and PF6

is reduced by 42% and 49% respectively. To maintain throughput, the folded GLRT

needs to be clocked three or six times higher than the wavelet filterbank.

Table 7.4: HW cost of a by three (PF3) and six (PF6) folded GLRT.

Add Mult GLRT Area (µm2)

Unfolded 35 6 6793
PF3 25 2 3912
PF6 21 1 3436
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7.3 Architectural folding in Sub-VT Operation

This section presents the energy dissipation results of the unfolded (UF), and by three

(PF3) and six (PF6) folded architectures. Static noise margin (SNM) failure rates are

taken into consideration to find an optimal operation point.

Table 7.5 shows the circuit parameters of the synthesized architectures. By em-

ploying a higher folding factor, the total gate count of the circuit is reduced. This

results in lower leakage energy dissipation for the same operation time. The data

is fed to the cardiac event detector at a speed of 1 kHz, and in order to maintain

throughput, the GLRT operation frequency in UF, PF3 and PF6 architectures are 1,

3 and 6 kHz, respectively. Figure 7.13 shows the sub-V
T

energy dissipation curves for

one clock cycle. The continuous lines show the energy dissipation while working at

the speed of the critical path, i. e., minimum leakage time, and the dashed lines show

the dissipation while working with a fixed clock. The circuits need to be operated at

least at a V
DD

value that meets the requirement on the maximum clock frequency,

i.e., 3 and 6 kHz, indicated by the black dots, which are lower than the EMV values.

If V
DD

is raised higher than indicated by the black dots while working at an exter-

nally set speed, E
total

from equation (3.1) will increase (dashed lines). The higher

achievable clock frequency at EMV due to a higher V
DD

, hence lower leakage time,

cannot be utilized since the clock speed constraint is external. Thus, if there is an

external speed constraint, then, working at a voltage value higher than the value that

satisfies the speed requirement results in energy overhead. The only way to operate

at the EMV with external speed requirements when the speed requirement is lower

than the operating speed and reduce the energy dissipation to a minimum is to em-

ploy power-shutdown, which is not investigated in this thesis. It should be noted that

although power-shutdown and working at EMV will reduce the energy dissipation, it

will introduce energy overhead and a more complicated design process.

Theoretically, the supply voltage of sub-V
T

circuits can be reduced down to

50mV [15], in practice at such voltage values functional failures occur due to the

process variations. It was found that the supply voltage value which realizes operation

Table 7.5: Composition properties of the synthesized circuits.

Architecture k
cap

k
leak

k
crit

EMV (V)

Unfolded 17820 13358 608.051 0.33
PF3 12550 10991 463.259 0.34
PF6 10303 9794 396.805 0.36
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Figure 7.13: Sub-threshold energy dissipation curves of di↵erent architectures.

with less than 0.001 failure rate for a 65 nm process is 0.25V and this value is taken as

the minimum reliable operating voltage (ROV). This results in UF and PF3 operating

voltages rising to 0.25V , causing energy dissipation overhead. The PF6 architecture

still operates at 0.26V as in Figure 7.13 to satisfy the speed requirement. From now

on, the mentioned supply voltages will be taken as the operating voltages of di↵erent

architectures.

To sustain throughput in a folded architecture, the computation of one sample

requires 3 and 6 clock cycles for PF3 and PF6, respectively. Therefore, the switching

energy per cycle for the folded architectures are multiplied by their respective folding

factors to obtain the switching energy per sample. Moreover, since the idle part of the

circuitry leaks during the calculation, the total leakage time of all the architectures is

the same and is 1ms per sample. Thus, it is necessary to multiply leakage energy per

clock cycle by the applied folding factor as well. Since the throughput is an external

speed constraint, all the architectures process the data at the same amount of time.

Gate count reduction minimizes leakage energy, and hence the average leakage scaling

factor (k
leak

) of the circuit. Figure 7.14 shows the energy dissipation components of
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the designed architectures per sample. Since all circuits need to be supplied with a

voltage lower than EMV, they will operate in the leakage dominated region. From

Figure 7.14, it is seen that by increasing the folding factor, the switching energy

increases. This is due to the increase in the complexity of the control circuit. However,

although the switching energy increases, it is o↵set by the reduction in the leakage

energy, reducing the overall energy dissipation. By going from the UF architecture to

the PF6 architecture, the overall energy dissipation per sample point is reduced by

14.4%.

Figure 7.15(a) shows the region where folding is beneficial for energy reduction.

Until 1 kHz base frequency, i.e., operation frequency of the UF architecture, folding

reduces leakage energy. Above this base frequency, the supply voltage of the folded

architectures are increased beyond ROV to satisfy the operating frequency criterion as

shown in Figure 7.15(b). This increase in the supply voltage increases both switching

and leakage energy dissipation, making the folded architectures less energy e�cient

than the unfolded one.
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7.4 Conclusions

In this chapter architectural hardware optimizations to reduce energy dissipation

are presented. Using the sub-threshold energy model, the e↵ects of architectural im-

provements on the sub-threshold circuit operation for synchronous and asynchronous

cases have been investigated. It was shown that the parallel processing in the sub-

threshold domain does not reduce the energy per operation and may only be employed

to increase the throughput of a design. On the other hand, by employing pipelining,

especially in the asynchronous operation, substantial energy reductions may be real-

ized.

Architectural folding of the wavelet based cardiac event detector is also pre-

sented. It is shown that the total area in the most optimized architecture is reduced

by 31%, which results in corresponding leakage reduction. Thereby, energy dissipation

is reduced by 14.4%. The switching energy due to controller and register overhead

increases by folding, but the total leakage reduction o↵sets this increase in energy

dissipation. The operating voltage, which satisfies both speed and failure rate re-

quirement, is determined as 0.26V, where the circuit dissipates 3.3 pJ per sample.





Chapter 8

Current Sensing Completion

Detection

In Chapter 4 advantages of asynchronous operation to reduce energy dissipation of

sub-threshold circuits is presented. In this chapter we present a current-sensing com-

pletion detection method to realize average-case performance for single-rail digital

CMOS circuits. The technique presented is based on modulating the delay of the

control signals according to the actual time it takes for the data to be processed. The

circuit examples and the simulation results presented in this chapter are implemented

using a commercial standard CMOS 0.18µm process.

8.1 Modulated Matched Delay

Let us consider a 4-phase bundled data asynchronous micro-pipeline shown in

Figure 8.1. As mentioned in Chapter 2, the main problem with this configuration

when operating in the sub-V
T

regime is the matched delay line. Due to process varia-

tions, this delay line has to be severely over-constrained, reducing the operating speed,

and thereby also directly reducing energy e�ciency of a circuit. In order to achieve

the maximum energy e�ciency, the time a digital circuit leaks in idle mode needs to

be reduced. Reduction in leaking time results in lower leakage energy and moves the

energy minimum voltage (EMV) to a lower value, thus reducing the switching energy

as well.

Instead of using a a fixed delay line, one solution is to detect the completion of

the operation. One way to implement a completion detection circuit is to monitor the

current drawn by the combinational circuitry. As long as the combinational gates are

99
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Figure 8.1: 4-phase bundled data pipeline (After [1]).

switching, dynamic power is consumed. This is detectable through the supply current

I
VDD

of the combinational gates. There are several implementations of completion

detection circuits that use current sensing in the literature [58,59,61]. These methods

rely on bipolar transistors, and/or resistors with high values, which are not always

available in a standard process, or come as a process option with additional cost.

The requirements on the bipolar transistors and resistors set practical limits for the

detection of current values in the µA-to-mA range.

Figure 8.2 shows a block diagram of the current sensing based completion detec-

tion system. The completion detection system consist of an asynchronous finite state

machine (AFSM), a completion detection circuit, consisting of pulse generators and

an AC-coupled amplifier, and a single PMOS transistor.
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Figure 8.2: General block diagram of the completion detection system. The system
consist of an asynchronous finite state machine, completion detection circuitry and a
sensor transistor.

8.2 Current Sensing

To detect the operation phase of a circuit by the current sensing completion detection

method, instantaneous current consumption of the circuit needs to be monitored. For

this purpose, a simple circuit that acts as an ammeter is required. We propose a

current sensing technique where the supply node (V
DD

) of each combinational macro

block in the asynchronous micro-pipeline is driven by a diode-connected low V
T

PMOS transistor, see Figure 8.3. The current signal is sensed by the diode-connected

Combinational
Logic

Combinational
Logic

A
Delay
control

VDD
Delay
control

VDD

Low Vt
PMOS

Figure 8.3: Low V
T

PMOS current sensor used to detect the operation of the
combinational block.



102 Chapter 8: Current Sensing Completion Detection

Vsense

SettlingSwitching
t

Idle Computation Idle
Figure 8.4: Computation signature detected as the temporary drop of the supply
voltage at the drain node of the current sensor device. Two main operation regions
are shown, computation and idle. The computation frame is divided into switching
and settling regions.

low V
T

PMOS transistor, converted to a voltage signal, and due to the sub-threshold

operation of the MOS transistors, is compressed in the log domain.

While the combinational circuit is idle, i.e. is only leaking, the supply voltage is at

its sub-V
T

nominal value. As soon as the computation phase starts the combinational

gates begin to draw current from the PMOS transistor and the internal nodes begin

switching. The gate-to-source voltage (V
sense

) of the PMOS transistor changes to

accommodate the current change as shown in Figure 8.4. By detecting the change in

this current, it is possible to detect the completion of the computation phase.

Although the main idea is simple enough, there are formidable challenges. First

of all, as seen in Figure 8.4, there are two operation regions in a sensed signal. The

first part is where actual switching takes place and is the time we intend to detect.

The second part is due to settling of the supply node of the combinational logic

block to its nominal value. All internal nodes that will settle to a logic high value

follow the settling of the supply node. The settling time depends on the capacitance

of the supply node of the logic block, and the resistance of the diode-connected

PMOS transistor. In order to avoid excessive computation delay when compared to

the standard implementation, the resistance of the diode connected transistor needs

to be kept as small as possible. For this reason a low-V
T

PMOS transistor with a

high width to length ratio is used as the sensing element. Large size of the transistor

also increases the capacitance at the supply node, but is negligible when compared

to the supply node capacitance of the logic block.
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Figure 8.5: Comparison of computation time of a 16-bit adder with and without
sensor transistor. Each data point corresponds to a randomly generated input vector.

As explained, the sensor transistor introduces extra delay to the overall com-

putation process. The computation time comparison of an 16-bit ripple carry adder

with and without the sensor transistor is shown in Figure 8.5. In the figure the x-

axis shows the computation time of the adder block which is directly connected to

the supply voltage and the y-axis shows the computation time of the adder which

is connected to the sensor transistor. Each individual data point corresponds to a

randomly generated input vector, resulting in a spread of computation (completion)

times. As it is apparent from the figure, the adder with the sensor transistor takes

about 40% more time for computation, on average. To reduce this timing overhead,
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Figure 8.6: Schematic and the small signal model of the signal changes of the supply
node.

the sensor transistor’s aspect ratio is increased to reduce the resistance of the sensor

transistor for faster operation and faster settling of the supply node. One disadvan-

tage of a lower resistance is a lower amplitude of the sensed signal and greater need

for amplification.

Another e↵ect of the sensor transistor on the overall operation of the circuit is

the low-pass filtering of the sensed current signal. Low-pass filtering of the sensor

transistor is illustrated in Figure 8.6. C
supply

is the total capacitance at the supply

node of the combinational logic block, I
inst

is the instantaneous current supplied by

the sensor transistor, V
inst

is the instantaneous sensed voltage signal, and R
inst

is the

instantaneous resistance seen at the supply node of the logic block. R
inst

is defined as

the parallel combination of R
pmos

and R
logic

, i.e, R
inst

= R
pmos

//R
logic

, which are the

resistance values looking into the PMOS transistor and the logic block, respectively.

From the figure, the current to voltage transfer function of the circuit is specified as

V
inst

I
inst

=
R

inst

1 + sC
supply

R
inst

. (8.1)

Equation (8.1) corresponds to a low-pass (LP) transfer function. The characteristics

are controlled by the instantaneous resistance and capacitance at the supply node.

The delay overhead due to the sensor transistor during settling is related to the low-

pass filtering as well. During the settling phase of the combinational block, R
logic

acts

similar to an open circuit, hence R
inst

increases in value slowing down the settling
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Figure 8.7: Schematic and the small signal model of the AC-coupled amplifier used
to amplify the detected signal.

process. Furthermore, R
pmos

increases as the current supplied by the sensor transistor

decreases, which further slows down the settling process.

Another challenge in the implementation of completion detection circuitry in-

volves the magnitude of the signals. The supply voltage in the sub-threshold regime

is lower than 400mV. Consequently, the change in the sensed signal is in the range

of a few tens of mVs at most. After sensing the current signal and converting to a

log-compressed voltage signal, amplification of this signal is necessary before feeding

it into the completion pulse generator. For the amplification of the sensed signal we

investigated two class AB CMOS inverter-amplifier topologies, which are explained

in the following section.

8.3 Sensed Signal Amplification

One example of investigated AC-coupled amplifiers with its small signal model is

presented in Figure 8.7. Diode-connected transistors mp1 and mn1 bias the transistors

mp2 and mn2, which are acting as amplifiers, at the maximum gain point for a given

size and DC level. In the small signal model C
in

is the total capacitance at node n1,

R
in

the resistance at the same node, �A the gain of the inverter, R
out

the output
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resistance of the inverter, and C
load

the total capacitance consisting of the parasitic

capacitance of the output inverter (amplifier) and the load capacitance. The input

resistance R
in

is given by

R
in

=
1

g
mn1

+ g
mp1

(8.2)

where g
mn1

and g
mp1

are the transconductances of the transistors mn1 and mn2,

respectively.

V
out

(s)

V
in

(s)
=

sC
couple

R
in

1 + sR
in

(C
in

+ C
couple

)
| {z }

HP Response

· �A

1 + sC
load

R
out| {z }

LP Response

(8.3)

The transfer function of the amplifier is given by (8.3). As seen from the transfer

function, the AC-coupled amplifier shows a band-pass (BP) response. The high-pass

(HP) characteristic is due to the coupling capacitor and the input stage, while low-

pass (LP) response with gain is the characteristic of the output stage. The important
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Table 8.1: Maximum gain (dB) and lower and upper 3 dB cuto↵ frequencies (kHz)
of the first AC-coupled amplifier for various values of C

couple

and C
load

.

C
load

(fF)
5 10 15

Gain f
1

f
2

Gain f
1

f
2

Gain f
1

f
2

C
c
o
u
p
l
e

(f
F
)

20 7.1 51.70 619.74 3.1 33.34 561.21 0.3 24.65 535.95
70 16.0 38.54 266.59 12.7 26.91 223.05 10.3 20.80 203.79
120 19.1 31.45 194.57 16.2 22.95 155.73 14.1 18.23 138.48
170 20.8 26.82 162.41 18.3 20.19 126.09 16.3 16.34 110.00
220 21.9 23.51 143.89 19.6 18.10 109.15 17.9 14.88 93.82
270 22.6 20.99 131.70 20.6 16.47 98.09 19.0 13.69 83.30
320 23.2 18.99 123.05 21.3 15.13 90.24 19.8 12.71 75.87

parameters while designing the amplifier and optimizing the whole completion detec-

tion system (CDS) are the coupling capacitance, parasitic capacitance at node n1,

the load capacitance and the gain of the amplifier. By changing the coupling capac-

itance, the first pole location and the amplitude of the signal at the input of the

output amplifier may be modified. The frequency domain response of the amplifier

for multiple C
couple

values is shown in Figure 8.8. The main constraint limiting the

coupling capacitance selection value is the available chip area. The load capacitance,

a↵ecting the low-pass response of the amplifier is as important as the coupling ca-

pacitance, and needs to be kept as small as possible not to degrade the frequency

response of the amplifier. Maximum gain in dB, lower 3 dB cuto↵ frequency f
1

, and

upper 3 dB cuto↵ frequency f
2

of the AC-coupled amplifier for multiple values of

C
couple

and C
load

are given in Table 8.1. It may be observed that with increasing load

capacitance value, both the maximum gain and bandwidth of the amplifier degrades.

Thus, when designing a CDS, the capacitive load of the AC-coupled amplifier is kept

to a minimum. We designed the AC-coupled amplifier in a standard 0.18µm process

and the sizing of the transistors are presented in Table 8.2.

Sizing of the AC-Coupled amplifier transistors depend on the size of the sensor

transistor as well. By changing the amplifier transistor sizes, the frequency response

of the amplifier may be changed. Furthermore, a trade o↵ between the gain required

from the AC-coupled amplifier and the delay caused by the sensor transistor does

exist. The sizing optimization depends on the implementation characteristics of the

logic block. If lower timing overhead is required for lower energy operation, the sensor

transistor’s aspect ratio may be increased to reduce the voltage drop (sensed signal)

on the sensor transistor. Due to a lower amplitude of the sensed signal, more gain is
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Figure 8.9: AC-coupled amplifier employing sub-threshold MOS resistances for bi-
asing.

required in the AC-coupled amplifier before feeding the amplified signal to the pulse

generation block. This results in higher power consumption. On the other hand, if

greater delay caused by the sensor transistor (larger spikes in the supply node of the

combinational logic block) can be tolerated, the gain, and thus the power consumption

of the AC-coupled amplifier may be reduced.

A second AC-coupled amplifier that is suitable for sub-threshold operation is

shown in Figure 8.9. This architecture was proposed in [83] by Bikumandla et al. The

operation principle of this circuit is similar to the AC-coupled amplifier in Figure 8.7.

Transistors mp3 and mn3 act as amplifiers. The biasing network of the circuit consists

of transistors mn1, mn2 and mp2. MOS transistors operating in the sub-threshold

regime, i.e., R
sub

, act as high-valued resistors. The sensed signal by the low-V
T

tran-

sistor is applied to the amplifier transistors mp3 and mn3 through the input coupling

capacitances and is then AC amplified by the amplifier transistors. This AC am-

plified signal is then used to control the pulse-width of the generated completion

Table 8.2: Transistor sizes of the AC-coupled amplifier shown in Figure 8.7 (0.18µm
CMOS process).

Transistor W (µm) L (µm)

mn1 0.30 0.18
mp1 0.90 0.18
mn2 0.30 0.18
mp2 0.90 0.18
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Figure 8.10: Frequency response of the AC-coupled amplifier shown in Figure 8.9.

Table 8.3: Maximum gain (dB), lower and upper 3 dB cuto↵ frequencies (kHz) of
the second AC-coupled amplifier for various values of C

couple

and C
load

.

C
load

(fF)
5 10 15

Gain f
1

f
2

Gain f
1

f
2

Gain f
1

f
2

C
c
o
u
p
l
e

(f
F
)

20 21.3 5.55 69.03 20.3 4.88 51.46 19.4 4.37 42.53
70 27.0 3.25 47.85 26.2 2.87 35.42 25.6 2.60 28.45
120 28.8 2.57 40.20 28.1 2.24 30.07 27.6 2.01 24.41
170 29.8 2.20 36.12 29.2 1.91 26.94 28.7 1.71 21.92
220 30.4 1.93 33.61 29.9 1.69 24.93 29.4 1.52 20.24
270 30.8 1.73 31.91 30.3 1.53 23.54 29.9 1.38 19.05
320 31.1 1.57 30.68 30.7 1.40 22.52 30.3 1.27 18.16

detection signal, similar to the previous AC-coupled amplifier. Frequency responses

of the amplifier are presented in Figure 8.10.

The sub-threshold MOS resistor amplifier is also implemented in a standard

CMOS 0.18µm process. Transistor sizes are presented in Table 8.4.
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Table 8.4: Transistor sizes of the AC-coupled amplifier shown in Figure 8.9 (0.18µm
CMOS process).

Transistor W (µm) L (µm)

mn1 1.00 0.30
mn2 1.00 0.30
mp2 3.00 0.30
mn3 1.00 0.30
mp3 3.00 0.30

R
sub

(N) 0.24 0.18

8.3.1 Comparison of AC-Coupled Amplifiers

When the frequency responses of the two AC-coupled amplifier implementations are

compared, i.e., Figures 8.8 and 8.10, it may be seen that the implementation with

sub-threshold resistor transistors have higher maximum gain for the same coupling

capacitance values. Another advantage of the second implementation is that for the

lower frequency band, i.e., up to 1 kHz, second implementation has positive gain while

the first implementation cannot realize any gain in the same range. This means for

very slow changing signals, using the sub-V
T

resistor biases implementation is crucial

for obtaining gain. Both amplifiers are compared in Table 8.5 for their gains and

frequency responses while driving a load of 5 fF with various coupling capacitance

values. For all the C
couple

values sub-V
T

resistor biased amplifier has higher gain and

lower 3 dB cuto↵ frequency, which makes it a better choice for very low speed and

voltage applications.

Table 8.5: Maximum gain (dB) and lower and upper 3 dB cuto↵ frequencies (kHz) of
the designed AC-coupled amplifiers for various values of C

couple

and a load capacitance
of 5 fF.

Simple Sub-V
T

Gain f
1

f
2

Gain f
1

f
2

C
c
o
u
p
l
e

(f
F
)

20 7.1 51.70 619.74 21.3 5.55 69.03
70 16.0 38.54 266.59 27.0 3.25 47.85
120 19.1 31.45 194.57 28.8 2.57 40.20
170 20.8 26.82 162.41 29.8 2.20 36.12
220 21.9 23.51 143.89 30.4 1.93 33.61
270 22.6 20.99 131.70 30.8 1.73 31.91
320 23.2 18.99 123.05 31.1 1.57 30.68
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Table 8.6: Power consumption of the AC-Coupled amplifiers at V
DD

= 0.4V.

Circuit Power consumption (nW) Drawn current (nA)

Simple 0.99 2.48
Sub-V

T

MOS Resistors 1.47 3.69

One disadvantage of the implementation shown in Figure 8.9 is a higher current

consumption as shown in Table 8.6. It may be noted that for the sub-V
T

MOS

resistor biased implementation, 1.30 nA out of the total current consumption is used

for biasing the transistor mn1. In a system with multiple AC-coupled amplifiers this

consumption is shared by multiple instances of the AC-coupled amplifier, reducing

the total current drawn by the amplifier blocks.

8.4 Completion Signal Generation

In static CMOS digital circuits, the current drawn by a combinational block depends

entirely on the input data switching probability for a fixed circuit structure. Sensing

the instantaneous current consumption information, amplifying it and feeding this

signal to a circuit that converts this information to a timing signal realizes comple-

tion detection operation. However, in the extreme case, where the input data does

not change for two consecutive cycles, there will be no dynamic current drawn, and

AFSM

Combinational
Logic

Ack

Req

Ack

Req

VSenseCpulse

IVDD

Completion
Detection
Circuit

AC
Amplifier

Trigger

Latch

ENData

M1
n1 n2 n3

I1

VDDVDD

Figure 8.11: Principle of the completion detection system using a triggering circuit
and a variable pulse generator.
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VControl

Cpulse

VDD

n1 n2 n3Trigger

Figure 8.12: Basic monostable multivibrator with variable resistor.

the system will not be able to detect a change in the current. For this reason the

completion detection system must provide an automatic timeout feature.

We address this problem by using a circuit with inherent timeout feature that con-

sists of a trigger circuit and a variable length pulse generator as shown in Figure 8.11.

We implemented the variable pulse generator as a monostable multivibrator as shown

in Figure 8.12 [84]. In this monostable multivibrator implementation, a PMOS tran-

sistor acts as a variable resistor, whose resistance is modulated by the amplified sensed

current signal. By modulating the instantaneous resistance of the PMOS transistor,

the RC time constant of the multivibrator is modulated as well, resulting in a pulse

whose width is proportional to the area under the current curve of the combinational

block. The pulse width of the variable pulse generator is given as

T = C(R+R
on

) ln


R

R+R
on

V
DD

V
DD

� V
th

�
, (8.4)

where R is the average resistance of the PMOS transistor during pulse generation,

R
on

the resistance of the NOR gate, and V
th

the switching threshold of the inverter.

Assuming R
on

<< R and V
th

= V
DD

/2, equation (8.4) is simplified to T = 0.69RC.

This means, the generated pulse is compressed by a factor of 0.69 when compared to

the actual computation time in the ideal case.

The trigger circuit inside the asynchronous finite state machine (AFSM) is acti-

vated with the arrival of new data to the combinational block, see Figure 8.11. This

starts the pulse generator by setting nodes n1 and n2 to logic-0. At this point, the

PMOS (M1), which acts as a variable resistor, starts charging node n2 until this

node reaches the inversion threshold of the inverter (I1). This causes the node n3

to switch finalizing the completion detection pulse generation. The time required to

switch node n2 is dictated by the value of the charging current I
charge

, and the value
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Figure 8.13: Variable pulse generator node voltages. The pulse width of the signal at
node n1 is proportional to the control voltage, and hence, to the actual computation
completion time of the combinational block.

of the pulse capacitor C
pulse

. The charging current I
charge

is inversely proportional

to the change in V
sense

, thereby generating a pulse that directly corresponds to the

switching time of the combinational logic block. The correct computation completion

signal generation is achieved by matching the time required to charge node n2 to the

actual computation time.

In a standard implementation of a variable pulse generator, node n3 is used as the

output. For some cases, the resistance of the PMOS transistor might be too low. A

very fast switching occurs at node n2 and no switching occurs at node n3, resulting in

no signal generation. To prevent this situation, the signal at node n1 was used as the

output. Figure 8.13 shows the node voltage waveforms of the pulse generator for two

di↵erent control voltage waveforms. The signal at n1 goes low when the trigger signal

goes high, and if there is no change in the signal at n3, it goes high as the trigger signal

goes low. This operation guarantees that a completion detection signal is generated

for each trigger input, hence the automatic timeout feature. The minimum width
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Figure 8.14: Behavior of the first AFSM at the borders. Signals related to the (a)
previous stage, (b) following stage, and (c) CDS are shown.

of the completion detection pulse is thus set by the trigger pulse width, setting the

minimum delay of the Request signal of the preceding stage.

8.5 Designing Asynchronous Finite State Machines

A finite state machine (FSM) is a behavioral representation of a system composed of

a finite number of states. The FSM changes states based on the current state and/or

inputs to the system. In synchronous FSMs, the time is discretized by introducing the

notion of cycles, which is the time that a system takes for switching from one state to

another. In the hardware systems, the notion of cycle is implemented with a periodic

signal, clock, that defines the time instants that a system changes state [85]. On the

other hand, in asynchronous FSMs (AFSMs), due to the lack of a common signal

that defines the instants for a state change, asynchronous system changes state only

based on the current state and present inputs. In AFSMs, the decisions are a↵ected

by input changes without a regulating body, i.e., a clock signal, so all input signals

employed for the decision needs to be stable. Due to only input event based state

change, the AFSMs are susceptible to glitches, and may end up in wrong states if

the glitches at the inputs are not removed. Therefore, synthesis of AFSMs is more

involved than their synchronous counterparts.
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Di↵erent classes of self-timed circuits are described in Chapter 2. While designing

the AFSMs for a completion detection system, we employed speed-independent (SI)

assumptions. As mentioned, AFSM design is not as straight-forward as synchronous

FSM design. Popular hardware description languages, e.g., Verilog and VHDL, and

industrial logic synthesis engines do not support design and synthesis of AFSMs.

Therefore, an academic tool, i.e., Petrify, based on signal transition graphs (STG) is

used [86]. An STG is an event-based model that is represented by a directed graph [87].

An STG is also a simplified form of Petri-Nets [88–90]. Example STGs are shown in

Figure 8.14. In the STGs, the boxes represent a signal transition. A + and a - represent

up and down transitions, respectively. Red labels represent the input signals and blue

labels represent the output signals. Large dot inside a circle (place), which is called a

token, represents the current state of the system. Except the initial marking related

places, all other places are not shown in the STGs.

To be able to synthesize and verify the AFSMs with Petrify, they need to be

represented in a form that is understood by the tool. The textual description of

the AFSM for the completion detection circuit is shown in Listing 8.1. This textual

format is used by SIS, a logic synthesis tool developed at UC Berkeley [91]. Petrify

first verifies this description works correctly and is synthesizable, and then synthesizes

the description into a set of Boolean equations and gate-level netlists.

The asynchronous communication protocol between consecutive pipeline stages

of the completion detection circuit is a 4-phase bundled data protocol based on [92].

The AFSM that implements this protocol has been modified to include the completion

detection circuit described in Section 8.4. Figure 8.14 shows how the designed circuit

behaves at the borders, i.e., with respect to the driving circuit and the driven circuit.

In the figure Ri, Ro, Ai and Ao are input request, output request, input acknowledge

and output acknowledge signals, respectively. The T is the signal coming from the

analog part of the completion detection circuit, i.e., sensing and pulse generation

circuitry.

The STG of the textual description in Listing 8.1 is presented in Figure 8.15. This

definition is further simplified by specifying the timing assumptions. In the listing,

the line

.slow T+ Ri-

specifies the events T+ and Ri- as slow events. This means that the signals generated

by these events are slow enough, such that the internal nodes of the circuit will have

settled to their final values before a new event occurs. These specifications are made

based on the following observations:



116 Chapter 8: Current Sensing Completion Detection

Ao+

Ri- T-Ri+

Ao- T+

Ro-

Ro+

Ai+

Ai-

(a) Initial STG

Ao+

T-Ri+

Ro-

Ai+

Ai-Ao- Ro+

Ri- T+
(b) Simplified STG

Figure 8.15: STG for the first version of the completion detection AFSM where all
the signals are inter-connected. (a) initial description STG and (b) simplified STG
are shown.
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.model comProt_v10

.inputs Ri Ai T

.outputs Ro Ao

.graph

Ri+ Ao+

Ao+ Ri-

Ri- Ao-

Ao- Ri+

Ro+ Ai+

Ai+ Ro-

Ro- Ai-

Ai- Ro+

Ao+ T-

T- T+ Ro-

T+ Ro+ Ao+

Ai+ Ao+

.marking {<Ao-,Ri+> <T+,Ao+> <Ro+,Ai+>}

.slow T+ Ri-

.end

Listing 8.1: Textual representation of the AFSM shown in Figure 8.15

• Event T+ is coming from the completion detection circuitry and the minimum

pulse width generated is roughly equivalent to the delay of 20 inverter gates,

which is much greater than the nodes take for settling.

• From Figure 8.15a, there is another event between events Ri+ and Ri-, meaning

enough settling time for the internal nodes of the circuit.

Following the timing assumption, the simplified version of the starting STG is

presented in Figure 8.15b. The simplification is done by Petrify based on the timing

assumptions presented.

The circuit generated by Petrify and its gate level implementation with embedded

completion detection circuitry is shown in Figure 8.16. The state diagram of the

system is given in Appendix D Figure D.1 as reference. After the synthesis of the

circuit, extensive HSPICE simulations were run to verify the functionality of the

AFSM over process corners as well.

Furthermore, we explored another version of the AFSM to remove the triggering

circuit in Figure 8.16. In this implementation, the latch signal is not generated by an

autonomous pulse generator as in the previous implementation, but is generated from
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Figure 8.16: AFSM including the pulse generating completion detection circuitry.
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Figure 8.17: Behavior of the second AFSM at the borders. Signals related to the
(a) previous stage, (b) following stage, and (c) CDS are shown.

the state information and the input signals. Figure 8.17 shows how the second version

of the AFSM behaves at the borders. In addition to the signals defined in Figure 8.14,

two internal signals, i.e., nx and ny, are defined. These signals are required to solve

complete state coding (CSC) conflicts. Moreover, from these signals a latch control

signal for controlling the positive level latches is generated. The event related to the

completion detection circuitry is divided into one input and one output signal, Ti and

To, respectively. This is required since the triggering of the variable pulse generator

is realized by the AFSM, and the state change of the AFSM is triggered directly by
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Figure 8.18: Second AFSM including the pulse generating completion detection
circuitry. Function of the triggering circuitry in the previous version is embedded
inside the AFSM.

the completion detection circuit. Hence, signals related to the completion detection

circuit are separated.

The textual description of the second AFSM is given in Appendix D Listing D.1,

and its STG is shown in Figure D.2a. Compared to the previous version of the AFSM,

STG of the second AFSM is more complex. This is due to added extra signals. A slow

operating environment assumption is made during the synthesis of this circuit. With

the specified timing assumptions, the simplified STG is shown in Figure D.2b, and

the state diagram representation of the STG is presented in Appendix D Figure D.3

for visualizing the state-based operation of the circuit.

We designed and optimized the circuit based on Petrify synthesis results. Circuit

equations generated by Petrify was further simplified by merging the function of logic

and Muller-C gates. The designed circuit is presented in Figure 8.18. The triggering

circuit realization which acts as the autonomous pulse generator in Figure 8.16 and

the variable-width pulse generator are emphasized. The triggering circuit is realized

using the AFSM design methodology while the pulse generator is again based on

the monostable multivibrator circuit. Only change in the variable pulse generator

is the replacement of NOR gate in Figure 8.12 with a Muller-C element. Again,
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Figure 8.19: Parallel compensated depletion mode MOS transistor based capacitor.
(a) Cross section of a depletion mode PMOS, and (b) parallel compensated depletion
mode MOSCAP schematic are shown.

correct operation of the implemented circuit was verified with HSPICE simulations

over process corners and varying input signal timings.

8.5.1 Coupling and Variable Pulse Generator Capacitors

In our implementation of the completion detection circuitry we used metal-insulator-

metal (MIM) capacitors as the coupling capacitor that is connected to the AC-coupled

amplifier. This choice was made to be able to couple the sensed signal as strongly

as possible to the amplifier regardless of process variations. However, we have used

MOS-based capacitors to realize the pulse capacitor C
pulse

. In this way, we tried to

compensate for the process-voltage-temperature (PVT) variations of the combina-

tional circuit. Using a MOSFET based capacitor, the capacitor value is made more

dependent on the PVT variations, thus a↵ecting the generated pulse-width of the vari-

able pulse generator. Consequently, this improves immunity of the circuit against such

PVT variations. One disadvantage of MOS-based capacitors is their non-linearity. In

the parallel compensated configuration presented in Figure 8.19 [93], all MOS tran-

sistors remain in the depletion mode for all input and output voltage combinations

.

To check the behavior of the depletion mode capacitance in the sub-threshold

regime, we ran HSPICE simulations. The capacitance values seen between the
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Figure 8.20: Simulation of the MOSCAP capacitor.

MOSCAP terminals for varying voltage drop values is shown in Figure 8.20. Sub-

threshold operation region is marked in the figure and as seen, within the operation

range of a few hundred mVs this configuration gives a capacitance value that varies

less than 4%. While this value is by no means spectacular, for the pulse generation

circuit where the current is averaged over time, it is su�cient enough.

8.5.2 Muller-C Element Implementation

One of the main problems of sub-V
T

operation is implementing state-holding ele-

ments. Such circuits usually depend on a feedback loop to preserve the desired state.

High leakage currents in the sub-threshold operating regime may result in state loss

in some of these circuits. In asynchronous circuit design, the main state holding prim-

itive is the Muller-C element [94]. The correct operation of the Muller-C element is

crucial for any asynchronous circuit. There are several published Muller-C implemen-

tations in the literature. We have compared four separate Muller-C implementations

operating in the sub-threshold regime against each other: Dynamic and static versions
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Table 8.7: Comparison of Muller-C elements operating at V
DD

= 0.4V.

Dynamic Martin Sutherland Van Berkel

Reference [95] [96] [95] [97]
Average Current [pA] 31.3 138.9 39.7 36.9

Total Energy [fJ] 12.5 59.5 15.5 14.8
Delay [ns] 63.2 101 67.9 45.4
EDP [pJ.ns] 0.79 6.01 1.05 0.67

State retention No Yes Yes Yes

suggested in [95], a dynamic implementation with feedback suggested by Martin [96],

and the one designed by Van Berkel for low-power operation [97].

All four circuits were compared in terms of their power consumptions, and their

operation speeds. The simulation results for a supply voltage of 0.4V are given in

Table 8.7. It may be observed that the dynamic Muller-C element is not able to retain

its state at this supply voltage. Of the remaining alternatives the Van Berkel Muller-C

element consumes the least amount of power and is also the fastest implementation.

The standard cell library of the target technology has been enhanced by implementing

the Van Berkel Muller-C element for placement and routing.

8.6 Design Flow

The design flow for CDS implementation is shown in Figure 8.21. The shaded area

represents the design flow for the AFSM that includes the completion detection cir-

cuitry. Previously explained design of AFSM is integrated with the analog part of the

completion detection circuit in this flow. Final design consists of three parts:

• The combinational logic block.

• Completion detection circuit with AFSM.

• Latches/registers that separate combinational pipeline stages.

Combinational circuits are generated following a standard synthesis flow. The func-

tionality is described using hardware description languages and synthesized into a

gate level netlist by Synopsys Design Compiler using a standard cell library supplied

by the foundry. All logic blocks are designed such that they only consist of combina-

tional gates. The synthesized circuit is placed and routed in Cadence SoC Encounter,

a standard back-end tool, and the combinational block Graphic Data System (GDSII)
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file is generated for importing into the Cadence Virtuoso Physical Design Environ-

ment.

Design of the completion detection circuitry depends on transistor level simu-

lations. First, transistor level critical path of the combinational logic circuit is ex-

tracted using Synopsys PathMill. On the extracted critical path, the delay of the

circuit for sub-threshold operation is simulated using HSPICE. From this simulated

critical path delay, values of the pulse generator capacitor C
pulse

, and the required

maximum resistance of the PMOS resistor transistor and its sizing are calculated. For

all possible capacitance-resistance pairs, it needs to be guaranteed that the maximum

pulse-width generated according to equation (8.4) is greater than the critical path of

the combinational circuit for functionally correct operation.

The AFSM in the completion detection system is a relatively small circuit and

was manually implemented by placing and connecting standard cells from the library.

After completing the design of the variable pulse generator and the AFSM, the blocks

that make up the completion detection circuit, i.e., sensor transistor, AC-coupled

amplifier, AFSM and the pulse generation circuits, are integrated in Physical Design

Environment.

Assuming a design that consists of multiple combinational stages is implemented,

the latches/registers that separate the combinational logic stages may be connected

to the combinational circuit in either Cadence SoC or Physical Design Environments.

In the final step of implementation, designed completion detection system, latch-

es/registers from the standard cell library to separate the combinational stages (if

not implemented in Cadence SoC), and the combinational logic block are manu-

ally connected in the Physical Design Environment. Furthermore, if required, level

converter circuitry for converting the IO-pad signals to sub-threshold values are con-

nected to the rest of the circuitry in this step. An example implementation following

the described flow is presented in Figure 8.22. SubBytes operation of the Advanced

Encryption Standard (AES) is implemented following the current sensing completion

detection methodology. Input latches are implemented in Cadence SoC in a separate

power domain than the combinational circuit. Details of power domain separation will

be explained in Chapter 9. Level down and up converters are also implemented to

be able to convert the IO-pad signals to sub-threshold supply values and vice-versa.

The circuit in the figure has two completion detection circuits, one for controlling the

input latches and one for controlling the output latches. Thus, we are able to test the

correct operation of the completion detection circuit as in a pipelined implementation.
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8.7 Results

The current sensing completion detection concept is applied to multiple circuits. Test

circuits include, an 8x8 multiplier, an 8-bit adder, a 16-bit adder, a look-up table

(LUT) implementing the SubBytes operation of the Advanced Encryption Standard

(AES), and a LUT containing randomly distributed entries.

To demonstrate the feasibility of the sub-threshold completion detection circuit,

and to make accurate energy dissipation measurements, a test chip containing dif-

ferent circuits implemented using standard synchronous logic, asynchronous micro-

pipelines with conventional matched delays, and finally asynchronous micro-pipelines

with the current sensing based completion detection circuits were implemented and

taped-out in a conventional 0.18µmCMOS process, see Figure 3.6. Due to last-minute

process option changes, i.e., unavailability of low-V
T

transistors, we could not mea-

sure the performance of the current sensing completion detection system. Therefore,

we are presenting the results of post-layout simulations instead.
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Figure 8.24: Speed improvement in the operation of the 16-bit adder. Both the mean
delay generated by the completion detection circuitry and the critical path delay are
shown.

Extensive post-layout simulations have been performed on the completion detec-

tion system for all the implemented circuits. The waveforms in Figure 8.23 show the

operation of the completion detection system for three consecutive cycles operating

at V
DD

= 0.22V. The supply voltage value of 0.22V is the energy-minimum supply

voltage for synchronous operation of the 16-bit adder. This value is used for all the

timing related simulations. The switching phase of the first computation continues

for a long time, i.e., 51.8µs. During the second computation, the input data does

not change, and consequently no switching activity within the combinational block

is observed. However, due to the timeout feature, a fast completion detection sig-

nal is generated by the circuit, i.e., 12.3µs. The width of this fast signal is set by

the pulse-width of the latch/trigger signal as explained before. The last operation

is much shorter than the first one and the sensed voltage signal V
sense

settles more

quickly to its final value, resulting in a shorter pulse, i.e., 31.7µs, compared to the

first generated pulse.
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Table 8.8: Synchronous and asynchronous energy dissipation comparison

Implementation Supply voltage Energy dissipation

Synchronous 0.22 V 31.48 pJ
Asynchronous 0.16 V 26.12 pJ

Figure 8.24 shows the switching delay distribution extracted from the post-layout

simulation of the 16-bit adder with completion detection for a large number of input

vectors while operating with a supply voltage of 0.22V. It is seen that the mean

value is slightly larger than 40µs. On the same graph critical path delay of the same

combinational circuit is shown as well. This figure clearly shows the potential benefit

of the completion detection circuit for coarse grained pipeline stages. Including the

delay overhead of the completion detection circuit and the sensor transistor, the

average gain in throughput is still 19.3%.

In Sections 3.1 and 3.2 it is shown that energy-minimum supply voltages for

synchronous and asynchronous operations di↵er. Furthermore, we investigated the

energy reduction due to asynchronous operation with CDS at a lower supply voltage.

Table 8.8 compares two implementations: Synchronous corresponds to the case where

the adder is operating at the synchronous energy-optimum supply voltage value. The

Asynchronous case shows the implementation with completion detection including the

overhead for the completion detection circuitry while working at the asynchronous

energy-optimum supply voltage. The energy dissipation numbers given are for equal

number of computations while operating on the same input data. For the 16-bit

adder circuit, the synchronous energy-minimum supply voltage is 0.22V while for the

asynchronous case the same value is 0.16V . Due to the asynchronous operation and

the lowering of the energy-minimum supply voltage value, asynchronous operation

reduces the energy dissipation by 17% for the same computational load.

Furthermore, simulations for characterizing the performance of the completion

detection circuit for di↵erent combinational circuits were run. Table 8.9 compares

two implementations: Matched delay corresponds to the case where the asynchronous

Table 8.9: Comparing matched delay and completion detection at VDD=0.4V

Test Block Matched delay Completion det. Improvement

AES LUT 0.99 µs 0.82 µs 16.9%
8x8 Multiplier 1.33 µs 1.04 µs 21.8%
8-bit Adder 1.03 µs 0.79 µs 23.3%
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Table 8.10: Comparison of the energy dissipation for constant throughput

Matched delay Completion detection
Test Block E

core

E
core

Improv. V
DD

Overhead

AES LUT 50.06 pJ 45.5 pJ 9.1% 0.392 V 9.5%
8x8 Multiplier 19.3 pJ 17.9 pJ 7.3% 0.390 V 12.2%
8-bit Adder 3.95 pJ 3.68 pJ 7.3% 0.385 V 41.3%

micro-pipeline is implemented using a matched delay, similar to a synchronous imple-

mentation. In this case the number shows the worst case delay of the combinational

logic block. The Completion det. column shows the implementation with completion

detection including the overhead for the completion detection circuit. The number

given here is the average delay over a large number of sample inputs. Both imple-

mentations are operated using a supply voltage of VDD=0.4V. This table shows the

potential of the completion detection circuit for coarse grained pipeline stages. Speed

improvements of up to 23% are achieved by using completion detection circuits, hence

reducing leakage energy dissipation correspondingly.

The energy dissipation of the asynchronous circuit with Matched delay and com-

pletion detection is compared in Table 8.10. In this table the Matched delay based

asynchronous micro-pipeline component is supplied with VDD=0.4V. The power

supply of the circuit using completion detection was adjusted such that both circuits

have the same throughput. Thus, it is possible to compare the energy per throughput

performance of both implementations. In the table E
core

is the energy dissipation of

the combinational logic block in both cases. The overhead is the energy dissipated

by the completion detection circuit. Note that the matched delay or synchronous

implementation will have a similar overhead. It is clear from the overhead numbers

that the completion detection technique presented in this chapter is more suitable

for coarse grain pipelines. Therefore, by trading the delay improvement for lower en-

ergy dissipation, energy savings up to 9% are achieved for the same throughput in

smaller circuits. Moreover, corner simulations were run for post-layout circuits and

the completion detection circuit functioned without any loss of performance for all

the corner cases except the slow-slow corner. In corners other than the slow-slow one,

completion detection circuit successfully tracked the variation in processing time of

the logic block thanks to the MOS-based capacitors and PMOS resistance transistor.

On the other hand for the slow-slow corner high correlation of the generated pulse

width with the actual processing time worsens due to the slow AC-coupled amplifier

response and slower charging of n2 in Figure 8.11.





Chapter 9

Implementation of a Self-timed

Cardiac Event Detector

This chapter presents the methodology and the implementation results of a current

sensing completion detection (CSCD) system on a real-world circuit implementa-

tion, i.e., a digital event detector for cardiac pacemakers. Digital event detector is a

more complex circuit by orders of magnitude when compared to the test circuits in

Chapter 8. Thus, a di↵erent implementation flow will be employed to realize the com-

pletion detection circuit. Furthermore, due to the fact that the event detector cannot

be divided into simple combinational logic-only pipeline stages with ease, another

methodology for current sensing is proposed.

9.1 Power Domain Separation

The current sensing completion detection concept is applicable for sensing the cur-

rent that is drawn by the combinational circuitry. In circuits where the majority of

the gates are combinational, the same power domain may be used for both combina-

tional and sequential elements. Due to the majority of the combinational gates, the

current drawn by the whole circuit may be sensed with the sensor transistor without

saturating the following AC-coupled amplifier.

On the other hand, the R-wave event detector includes a substantial amount of

sequential gates, i.e., registers. Separated current waveforms for the combinational

logic and the registers are shown in Figure 9.1. Waveform of the current drawn by

the sequential elements has sharp and instantaneous changes, whereas the current

waveform of the combinational logic part is spread over time with a smaller amplitude.
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Hence, separation of the combinational and memory elements of a complex circuit

are crucial for proper operation of the current sensing completion detection system.

Asynchronous implementation of the digital R-wave event detector presented in

this chapter employs the separation of the power domains as shown in Figure 9.2. The

power domain separation process is automated and incurs little overhead in terms of

routing and area as will be explained next.

9.2 De-synchronization Flow For Complex Circuits

The design flow to convert the synchronous version of the R-wave event detector is

shown in Figure 9.3. The steps in the de-synchronization flow are as follows: After

verifying the HDL description of the circuit (synchronous) is working properly, it is

synthesized using Synopsys Design Compiler using the standard cell library provided

by the foundry. After the circuit has been synthesized as in standard synchronous

design flow, the memory elements in the design, e.g., latches and flip-flops, are grouped

as a separate module using

group -design_name REGDOM [all_registers]

command in Design Compiler. This command creates a new module called REGDOM

in the design and puts all the memory elements inside it. Later in the placement

and routing process this new module will be assigned a di↵erent power supply than

the combinational gates. Following the separation of logic and memory elements,

final gate level netlist is written, placed, and routed in Cadence SoC Encounter.

As mentioned, for only sensing the logic gates’ current usage, the logic gates and

memory elements need to be assigned and connected to di↵erent power domains.

This is realized by creating multiple supply domains in SoC Encounter using the

Common Power Format (CPF) flow [98]. The complete CPF definition file is given

in Appendix C.

In the CPF flow two power domains, PDLOGIC and PDREGS, are created and as-

signed di↵erent power nets, VDDLOGIC and VDDREG, respectively. No voltage shifting

occurs between di↵erent power domains in our design so both power domains are

assigned a common ground note, i.e., VSS. Two versions of the R-wave event detec-

tor, i.e., synchronous and asynchronous, are shown in Figure 9.4. The asynchronous

version, which is basically the sequential and combinational elements separated, is

slightly bigger than the synchronous version of the design. The total area of the cir-

cuits are 19425µm2 and 21000µm2, for the synchronous and asynchronous versions,
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(a) Synchronous Module View (b) Synchronous Routed View

(c) Asynchronous Module View (d) Asynchronous Routed View

Figure 9.4: Visual comparison of synchronous and asynchronous versions of the
cardiac event detector in terms of routing and placement.
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respectively. This increase, 8.2%, in area occurs due to a single row required for divid-

ing di↵erent power domains and routing overhead due to sub-optimal placement of

the memory elements in the circuit. Area increase due to the CSCD system is 897µm2,

i.e., 4.6%. After the placement and routing, a Graphic Data System (GDSII) file is

generated for the routed block.

To estimate the correct size of the parallel pulse generator, SPICE level simu-

lations are run. From the routed block a Verilog file is generated, and is converted

to HSPICE netlist format using custom scripts. This netlist file is instantiated in

the HSPICE testbench with the sensing transistor and the AC-Coupled amplifier.

Transient simulations are run to find the minimum signal amplitude that may be

sensed. By applying this simulated minimum signal value to the AC-coupled ampli-

fier, the width of the required pulse that will operate in parallel to the AC-coupled

amplifier is found. According to the simulation results, a minimum detectable signal

matched delay circuit is designed. The GDSII file for this design may be created in

two ways: It may be either (i) fully custom or (ii) standard ASIC design flow may be

applied for generating the layout and the GDSII file. After the design of the matched

pulse generator is completed, layout of the AC-coupled amplifier is combined with the

pulse circuitry and a GDSII file for the whole completion circuit is generated. Finally,

both the digital and analog (completion detection) GDSII files combined, placed and

routed in SoC encounter and a final layout GDSII is generated for the tape-out.

9.2.1 Routing Capacitance Overhead

Separating power domains result in both area overhead and increased routing density

as observed in Figure 9.4. A substantial increase in the routing capacitance results

in switching energy overhead. We investigated e↵ects of power domain separation on

the length of the routing wires of the digital event detector circuit. Figure 9.5 shows

the wire length distributions after placement and routing of the circuits in Cadence

SoC Encounter. The wire length distributions of two implementations are compared,

and it is seen that the increase in the wire lengths for the asynchronous case is not

significant. Maximum wire-length in the whole distribution has increased as expected,

but overall distribution of the wire-lengths is the same with the same mean value.

This shows that de-synchronization and separation of the power-domains do not incur

significant routing overhead.
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Figure 9.5: Routing capacitance distribution for synchronous and asynchronous
implementations of the event detector.

9.2.2 Completion Detection Circuit for Digital R-wave Event De-

tector

The completion detection circuit used to implement an asynchronous R-wave event

detector is presented in Figure 9.6. This implementation is similar to the implemen-

tation previously shown in Figure 8.16. Both implementations share the same STG

and the communication protocol shown in Figure 8.15. Unlike the previous circuit

implementation, we removed the variable pulse-width generator. This is possible due

to an increased complexity, and hence higher current drawn by the circuit, where the

sensed signal is strong enough to drive the AC-coupled amplifier to voltage values

close to the supply voltage. Thus, it is possible to trigger the digital circuitry, i.e.,

AFSM, using the amplified analog signal.
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A fixed pulse generator in parallel to the AC-Coupled amplifier and shaping

circuitry is implemented to generate a pulse signal for two cases. Firstly, no combi-

national switching occurring, and secondly minimal amount of switching occurring

in the circuit that cannot be amplified by the AC-coupled amplifier for converting

to a logic level. Thus, this fixed pulse generator both realizes the time-out feature

and guarantees correct operation for the cases where the sensed signal is not strong

enough. The sizing of the fixed pulse generator is done based on the HSPICE simu-

lation results as explained in the previous section.

9.3 Test Chip Implementation

A test chip to verify the functionally correct operation of the asynchronous R-wave

event detector and di↵erent architectures presented in Chapter 7 was taped-out. Top

level implementation of the chip is presented in Figure 9.7. The test chip includes

both synchronous and asynchronous versions of the unfolded R-wave event detector as

well as both pipelined and unpipelined versions of folded by six event detector. Asyn-

chronous implementation of the event detector uses the circuit shown in Figure 9.6.

Both AC-coupled amplifiers presented in Chapter 8 were simulated with the transis-

tor level implementation of the event detector circuitry. In this test chip fabrication,

first version of the AC-coupled amplifier was used.

In a complex circuit such as the R-wave event detector, there may be many paths

which have delays equal, or close to the critical path delay of the circuit. It can be

argued that, current sensing completion detection may not be as e↵ective as the case

where there is a single dominating critical path. Figure 9.8 shows the normalized
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Figure 9.7: Top level of SVCED, i.e., Sub-V
T

Cardiac Event Detectors.
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Figure 9.10: Transient simulation results of the completion detection circuit at a
supply voltage of 350mV.

path delay distribution of the reference design for all the paths in the circuit. All

path delays are normalized to the critical path delay of the circuit. In the reference

design, there are more than 20000 paths that are close to the critical path value.

Therefore, to see the possible gain in asynchronous operation, processing time of the

circuit while processing real data needs to be investigated.

The histogram in Figure 9.9 shows the normalized processing time of the circuit

while processing real-life data from an electrogram database [5]. The computation

time data presented in the histograms is obtained by processing the power waveforms

generated by Synopsys PrimeTime for 2200 data samples. All the processing time

values are normalized to the critical path delay as in the previous case. High number

of low processing value occurrences are due to repeated processing of the same data



142 Chapter 9: Implementation of a Self-timed Cardiac Event Detector

Table 9.1: Energy minimum operating voltage and respective minimum energy dissi-
pation of the reference circuit implemented in a commercial 65 nm process for di↵erent
operation modes.

Operation EMV (mV) Energy (fJ)

Synchronous 330.6 973.4
Asynchronous 296.1 809.7

or due to the periods where the data at the input of the reference design does not

change. Based on the processing times, a speed improvement of 58.7% is possible

while operating asynchronously with a completion detection circuit.

HSPICE simulation results of the completion detection circuit for 200 data sam-

ples are shown below the histogram in Figure 9.9. According to the results of HSPICE

simulations, completion detection circuit implemented using the presented flow results

in 52.58% throughput improvement when compared to the synchronous case while

operating with a supply voltage of 0.35V. In our implementation, pulse-width gen-

erated by minimum detectable current signal is 20.7% of the critical path. Transient

simulation results of the completion detection circuit while operating at a supply

voltage of 350mV are presented in Figure 9.10. In the figure variable width pulses

generated by the circuit are shown.

The improvement in the throughput results in moving of the EMV. This im-

provement is calculated by setting µ
d

in equation (3.12) to 0.47, i.e., 1�0.53. Change

in EMV and reduction in energy dissipation resulting due to asynchronous operation

is presented in Table 9.1. By trading the throughput improvement and moving to

a lower EMV, energy dissipation of the same circuit is reduced by 16.8%. Energy

dissipation of the completion detection circuit is 18.36 fJ, which is 2.3% of the total

energy dissipation in asynchronous mode.
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Conclusions

In this thesis, various methods to enhance energy e�ciency of sub-V
T

digital circuits

are discussed. Separate conclusions may be drawn for di↵erent topics presented.

10.1 Summary of Contributions

A High Level Sub-VT Energy Model

• A high level energy estimation model for sub-threshold operation was developed.

• The model is developed based on asynchronous specifications, and is later ex-

tended for synchronous operation.

• Model parameters are obtained from standard cell synthesis results and switch

level (synthesized HDL) simulations.

• The proposed model reduces the simulation time by 270x with respect to tran-

sistor level simulations for ISCAS85 benchmark circuits. The model uses back-

annotated toggle information, and, thus, realistic use-cases may be simulated.

• The model is easily extensible to explore architectural modifications.

• Model accuracy is confirmed by measurements. Measured error is between

�4.79% and 3.83% for di↵erent operating conditions in a 0.18µm CMOS pro-

cess.

Optimum Process Selection for Energy Minimization

• Modern CMOS processes, i.e., 180, 130, 90 and 65 nm, are compared for their

energy e�ciency.
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• Unlike previously published work, special low-power process options are taken

into consideration.

• It has been shown that with the correct choice of process options, migrating to

smaller feature sized processes is beneficial in terms of energy e�ciency.

• By choosing the correct process options, energy dissipation reduction of 21.4%

is possible while moving from one technology node to another.

Architectural Energy Reduction

• E↵ects of simple architectural changes, such as pipelining and parallelism, are

shown both analytically and through simulation results.

• It is shown that for register heavy circuit implementations, pipelining enhances

energy e�ciency.

• Folding is shown to reduce energy dissipation for a very low speed application,

i.e., R-wave event detector operating at 1 kHz. Folding reduces the area by 31%

while improving the energy e�ciency by 14.4%.

Asynchronous Sub-VT Operation

• Energy reduction by asynchronous operation in sub-V
T

regime is shown by

analytical derivation, numerical simulations and by applying asynchronous op-

eration to benchmark circuits.

• A current sensing completion detection system for sub-V
T

operation is proposed

and implemented.

• Di↵erent flows for de-synchronization and implementation of the completion

detection using commercial EDA tools are presented.

• Energy e�ciency and/or speed enhancement due to completion detection is

evaluated on various basic circuits.

• Proposed completion detection idea is employed to implement an asynchronous

version of an R-wave cardiac event detector in a 65 nm process.

• Asynchronous implementation increases throughput by 52.58%. When this

speed increase is traded for better energy e�ciency, energy dissipation is re-

duced by 16.8%.
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10.2 Conclusions and Future Directions

In this work we explored di↵erent methods to improve the energy e�ciency of sub-V
T

digital CMOS circuits. The work presented explores energy e�ciency enhancement in

di↵erent levels of the design process. In this section we provide possible future work

for improving the results presented in this thesis.

High level energy model presented in Chapter 3 does not take process variation

related e↵ects into consideration. For large circuits, random dopant fluctuation vari-

ations average and do not a↵ect the EMV or energy dissipation significantly. On the

other hand, they cause functional failure and increase delay variation of the circuit.

Thus, future work may concentrate on improving the energy model to take process

variations into consideration. Furthermore, the energy model may be improved for

design for manufacturability, which is a topic not covered for sub-V
T

operation yet.

In the area of architectural energy reduction, simple improvements like serializa-

tion may be explored for energy e�ciency. Furthermore, algorithmic simplifications,

extension of above-threshold power reduction techniques for sub-V
T

operation are

strong candidates for reducing energy dissipation. Combining the energy model and

di↵erent architectural changes on a parametric framework, it is also possible to au-

tomate the analysis and optimization of digital sub-threshold systems, providing a

complete flow from algorithms to optimum circuit implementation.

Asynchronous sub-V
T

operation has been shown to enhance the energy e�ciency

of digital systems. One major improvement possible in the design of the completion

detection circuit is the ability to track PVT variations. Although for the variable

pulse generator case, MOSCAPs are used for tracking PVT variations, they do not

provide complete immunity to PVT e↵ects. If a system with complete PVT immunity

is realized, it is expected to reduce energy dissipation even more when compared to

the synchronous case, as delay variation and functional failure is more pronounced

for sub-threshold operation.
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Lambert-W Function

-7

-6

-5

-4

-3

-2

-1

 0

 1

 2

-0.75 -1/e  0  0.5  1  1.5  2  2.5  3

W
k(

x)

x

Branching
Point

Branch
 W0(x)
 W-1(x)

Figure A.1: Plot of Lambert W function showing the real valued branches.

In mathematics, the Lambert W function, W = LambertW (x), gives the multi-

valued solution to the equation

WeW = x (A.1)

where eW is the natural exponential function and W is an arbitrary complex number.

The plotted function is shown in Figure A.1. W function has a branch point of

order 2 at x = �1/e and has two real solutions in the range (�1/e, 0). W function

assumes complex values for x < �1/e. In general, the branch satisfying �1  W (x)
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is denoted by W
0

(x) and the branch satisfying W (x)  �1 by W�1

(x). The branch

defined by W
0

(x) is called the principal branch of the W [63].
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Log-Normal Distribution

The probability density function (PDF) of a log-normal distribution is character-

ized by the mean and the standard deviation of the variable’s logarithm, µ and �,

respectively. The PDF of the log-normal distribution is given by

f(x, µ,�) =
e�(lnx�µ)/(2�

2
)

x�
p
2⇡

(B.1)

and the mean and variance of the log-normal variable X are given by

E(X) = e�
2
/2+µ (B.2)

V ar(X) = e�
2
+2µ(e�

2 � 1) (B.3)
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CPF Definition File

#################################################

# Technology part of the CPF

#################################################

# define the library sets

define_library_set -name libSet \

-libraries \

{PAR/TIM/CORE65LPHVT_nom_1 .20 V_25C.lib}

#################################################

# Design part of the CPF

#################################################

set_design QRSdetectorAsync

# create power domains

create_power_domain -name PDLOGIC -default

create_power_domain -name PDREGS -instances {U1245}

# create nominal conditions

create_nominal_condition -name allV -voltage 1.2

# create power mode

create_power_mode -name PM \

-domain_conditions {PDLOGIC@allV PDREGS@allV} \

-default
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update_nominal_condition -name allV \

-library_set libSet

# declare power and ground nets

create_ground_nets -nets VSS

create_power_nets -nets VDDLOGIC -voltage 1.2

create_power_nets -nets VDDREG -voltage 1.2

# create global connections

create_global_connection -domain PDLOGIC \

-net VSS -pins gnd

create_global_connection -domain PDLOGIC \

-net VDDLOGIC -pins vdd

create_global_connection -domain PDREGS \

-net VSS -pins gnd

create_global_connection -domain PDREGS \

-net VDDREG -pins vdd

# add implementation info for power domains

update_power_domain -name PDLOGIC \

-internal_power_net VDDLOGIC

update_power_domain -name PDREGS \

-internal_power_net VDDREG

end_design

Listing C.1: CPF file for seperating power domains.
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AFSM Design Related
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Figure D.1: State diagram of the first version of the implemented AFSM.
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.model comProtMerged_v5

# Signals

.inputs Ri Ai Ti

.outputs Ro Ao To

.internal nx ny

# Petri net

.graph

Ri- Ao+ nx-

Ao+ Ri+

Ri+ Ao- nx+

Ao- Ri-

Ro- Ai+

Ai+ Ro+

Ro+ Ai-

Ai- Ro- To-

To- Ti- ny+

Ti- Ti+ Ro-

Ti+ To+ Ro+

To+ To-

nx+ ny+ To -

ny+ nx-

nx- ny-

ny- nx+ To- Ao+

Ti- Ao+

.marking {<Ao+,Ri+> <Ro+,Ai-> <Ti+,To+> <ny+,nx ->}

.slowenv

.end

Listing D.1: Textual representation of the AFSM shown in Figure D.2a
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Figure D.2: STG for the second version of the completion detection AFSM where
all the signals are inter-connected. (a) Initial definition, and (b) simplified version are
shown.
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